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Chapter 1

Introduction

“...for the next century, back to the Moon, back to the future,
and this time, back to stay. And then a journey into tomorrow, a

Journey to another planet, @ manned mission to Mars.”

President George Bush

In his speech on July 20, 1989, President Bush launched what has
become known as the Space Exploration Initiative. The goals outlined in his
speech were to return man to the Moon, establish a permanent presence on
the Moon and then proceed on to Mars. The concept of human exploration
of Mars did not originate with the Space Exploration Initiative; initial mis-
sion scenarios were proposed by von Braun and Ryan [1] in 1954. The Space
Exploration Initiative just rejuvenated national entksiasm for a manned mis-
sion to Mars. Its significance was further strengthen by the “Report of the
Advisory Committee On the Future of the U.S. Space Program” [2]. One of
the 15 specific recommendations of the Advisory Committee was to establish
the long-term goal of the U. S. Space Program to be the human exploration

of Mars.

In support of this project, NASA conducted a 90-day study of the

main elements of a Human Exploration Initiative [3]. Inclnded in NASA's




report were four approaches to a manned mission to Mars. Common to all
four approaches was the deployment of a telecommunications satellite in halo
orbit about the translunar equilibrium point to support farside lunar commu-
nications. Figure 1.1 shows the geometry of a telecommunication satellite in

translunar halo orbit.

In parallel with the Advisory Committee and at the request of the
National Space Council, the Synthesis Group was formed to specifically exam-
ine the Space Exploration Initiative. Their report [4] was similar to the NASA
90-day study in that they also proposed four architectures to a manned mission
to Mars depending on the chosen scientific objectives. Although a telecommu-
nications satellite in translunar halo orbit was not specifically mentioned in
any of their four architectures, the Synthesis Group did reference traveling to
and from the cislunar equilibrium point and even possible staging operations
from this point. Further, they validated the need for new or additional ren-
dezvous techniques if a equilibrium point was to be used for staging operations

to Mars.

Navigation capabilities were also addressed by the Synthesis Group
as a supporting technology. They concluded that navigation from onboard
systems would satisfy the real time navigation rcquirements during critical
operations such as rendezvous. In addition, NASA’s lead center for the Space
Exploration Initiative has identified translunar equilibrium point navigation

as a potential study issue [5].

In this chapter, the basic premise of this research is put forth and
specific goals are detailed. Previons work relating to this research is then

summarized and followed by an brief outline of this manuscript.
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Figure 1.2: System Design Continuum

1.1 Research Premise

The primary objective of this research is to design a representative
end-to-end guidance and navigation system (see Fig. 1.2) for the terminal
phase rendezvous of two spacecraft in the three-body problem. Further, this
system is demonstrated using a realistic and practical application; the major
characteristics and trends associated with this application are detailed. The
application chosen was the rendezvous of two spacecraft in translunar halo
orbit; the translunar halo orbit was chosen because it combines the mission
concepts introduced in the NASA 90-day study 3] and the proposed architec-
tures of the Synthesis Group’s report [4]. Figure 1.3 illustrates the rendezvous
scenario. The secondary objective of this research is to develop an interac-
tive nonlinear simulation package for terminal phase rendezvous guidance and

navigation system evaluation in the three-body problem.

Specific goals have been established for this research:

1. Develop a frequency-domain approach to the translunar halo orbit guid-

ance problem.
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10.

11.

Formulate the system model for the translunar halo orbit guidance prob-
lem in a general manner applicable to both H; and H,, control theory

design techniques.

Investigate the effect of system parameters on the resultant translunar

halo orbit geometry and station-keeping cost.

Develop a two spacecraft terminal phase rendezvous targeting law for

the three-body problem.

Characterize the three-body terminal phase rendezvous problem and

contrast it with the well-known two-body problem.

Develop a rendezvous navigation filter to supply chaser state information

to the rendezvous targeting law.

Characterize navigational aspects of the three-body terminal phase ren-

dezvous problem.

Develop a nonlinear simulation package to be used interactively.
Construct the simulation package in a modular manner.

Fully document all simulation source code.

Provide simulation processing status messages at regular intervals.

1.2 Previous Work

1.2.1 Halo Orbit Guidance

In the late 1960’s, NASA began examining follow-on lunar explo-

ration opportunities to the the Apollo program. In an effort to open up the




farside of the Moon to exploration, studies were undertaken to determine if
continuous communications or staging operations with a farside lunar base

could be accomplished. Three main concepts were examined:

1. A translunar halo orbit.

A translunar halo orbit is an pseudo-circular orbit about the translunar
equilibrium point which has continuous line-of-sight with the Earth. The
term “halo” comes from the trajectory as seen from the Earth; the orbital

path looks like a halo around the Moon (see Fig. 1.1).

2. A hummingbird orbit.

A hummingbird orbit is a stationary orbit at an offset point from the
translunar equilibrium point. This orbit is similar to a hummingbird in

stationary flight.

3. A polar lunar orbit.

This trajectory is a classical polar orbit around the Moon.

Many investigators [6] - [26] have examined the general halo orbit
guidance problem; this section will summarize only those sources which di-

rectly apply to the translunar halo orbit guidance problem.

Farquhar [12] [13] and Farquhar and Kamel [15] provided an exten-
sive review of previous work done on controlling an orbit about an equilib-
rium point. They showed that using a simple proportional plus derivative
controller provided asymptotic stability while minimizing the control acceler-
ation required. Deviations from the desired orbit were not considered in the
minimization. Breakwell, et al [7] formulated the halo orbit guidance problem

as a periodic system. They used the classical optimal control approach with
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the addition of an observer to the system model. Position deviations were
considered in their problem formulation, but only results for a large halo orbit

radius were given.

Subsequently, the General Electric Company completed a flight dy-
namics study [24] of both the halo and hummingbird concepts. They found
both concepts feasible, but preferred the halo orbit due to less propulsion re-
quirements for station-keeping. Their formulation used a frequency matching
guidance law with discrete impulses applied twice an orbit. Heppenheimer [13]
used phase-plane methods to construct a family of locally fuel-optimal out-
of-plane period controls. More recently, Fraietta and Bond [17] computed
station-keeping costs for orbits about both the cislunar and translunar equi-
librium points. Vonbun [26] investigated using a hummingbird orbit rather
than a halo orbit and found in general it required ten percent more accelera-

tion to maintain the desired position.

Finally, Farquhar [14] compared the use of a polar lunar orbit and
halo orbit for lunar exploration staging operations. He concluded that a halo
orbit space station could offer important operational and performance advan-
tages compared to a polar lunar orbit station. Among these advantages were
increased communication opportunities with the lunar surface and increased

launch windows for transfers between the space station and the lunar surface.

1.2.2 Rendezvous Targeting

Rendezvous with a spacecraft in translunar halo orbit consists of a
preliminary and a terminal phase. The preliminary phase guides the chaser

vehicle from its origin to the halo orbit in relatively close proximity to the

target vehicle. A typical final state to the preliminary phase places the chaser




vehicle 15-20 km behind the target vehicle with its velocity vector pointing in
the direction of the target vehicle. Subsequently, the terminal phase guides the
chaser vehicle to a small specified relative position and velocity with respect
to the target vehicle. The Space Shuttle program targets terminal phase
rendezvous to place the chaser vehicle 300 m in front of the target vehicle

with zero relative velocity.

This research does not consider the preliminary phase. Many inves-
tigators [27] - [34] have already examined how to optimally guide a spacecraft
from low-Earth or low-lunar orbit to the translunar equilibrium point or to
a halo orbit about the translunar equilibrium point. By contrast, published
literature on terminal phase rendezvous targeting has been limited solely to

the two-body problem.

1.2.3 Rendezvous Navigation

The rendezvous targeting law is dependent on accurate state infor-
mation of the chaser and target vehicles. Therefore, a rendezvous naviga-
tion filter is required to provide such information. No published papers were
found concerning terminal phase rendezvous navigation in the three-body
problem; only two publications were found on the orbit determination of a
single spacecraft about an equilibrium point in the Earth-Moon three-body

system [24], [35]).

The General Electric flight dynamics study [24] previously cited in
the halo orbit guidance section also contained an initial tracking accuracy
study of a spacecraft in translunar halo orbit. This study used measurements

from Earth-based sensors. More recently, Gingiss [35] investigated the feasi-

bility of using current radiometric techniques for the navigation of a spacecraft
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to, from, or at the Earth-Moon equilibrium points using various navigation
infrastructures, but not including onboard navigation systems. These two pub-
lications showed consistent results with the minor differences being attributed

to the advance of sensor capabilities in the last 20 years.

1.3 Dissertation Organization

Cnapter 2 discusses the circular restricted problem of three-bodies.
The relevant equations of motion are derived and the location and stability
of the equilibrium points determined. Periodic orbits about the translunar
equilibrium point are discussed and the need for active halo orbit guidance

established.

Chapter 3 presents the halo orbit guidance problem. The system
models are developed and a H; optimal guidance law computed. A linear
simulation is formulated to validate the guidance law. Several parametric

studies were conducted and the results are summarized.

Chapter 4 develops the rendezvous targeting law. The target and
chaser vehicle’s state equations are presented. The terminal phase initiation
and terminal phase final targeting laws are derived. The nonlinear simulation
described in Chapter 7 was used to verify this law and the results from several
parametric studies are given.

Chapter 5 is devoted to the development of the navigation filter. The
dynamical system is discussed and the continuous-discrete extended Kalman
filter presented. The results of several parametric studies are given: these data

were generated using the nonlinear simulation given in Chapter 7.

Chapter 6 contains the application of the entire guidance and nav-

igation system to the two spacecraft rendezvous problem in trauslunar halo
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orbit. Two specific cases are examined; the first case is an entirely “in-plane”
relative trajectory for the rendezvous profile while the second case is contains

some out-of-plane relative motion.

Chapter 7 details the functional description of the nonlinear sim-
ulation package. This simulation package was developed for terminal phase
rendezvous guidance and navigation system evaluation. Each module associ-

ated with a mission function is outlined.

Finally, Chapter 8 summaries this research and draws general conclu-

sions about two spacecraft terminal phase rendezvous in the circular restricted

three-body problem.
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Chapter 2

The Circular Restricted Problem of Three-Bodies

Investigation into the problem of three-bodies dates back to the eigh-
teenth century. In 1772, Lagrange showed the existence of equilibrium points
in the restricted three-body problem. The three-body problem has been the
focus of much research in classical celestial mechanics; Szebehely [36] devoted
an entire volume to just this subject. The restricted three-body probiem de-
fines a system where two primary bodies revolve around their barycenter in
circular orbits under the influence of their mutual gravitational attraction and
the third body, which has significantly less mass, is attracted by the two pri-
mary bodies but not does not influence their motion. The restricted problem

of three-bodies mathematically describes the motion of the third body.

Certain approximations are made when using the restricted problem.
For the Earth-Moon system, Szebehely [36] makes precise statements of these

approximations:

1. The motion of the primaries (Earth and Moon) takes place approxi-

mately in a plane;
2. The motion of the third body takes place essentially in the same plane;

3. The effect of a typical probe on the motion of the primaries is of the

order 107'® as compared to the forces acting between the primaries;

4. The motion of the primaries is essentially circular.

12
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The first approximation is satisfied by noting that the oscillation of
the Earth-Moon orbital plane is only a few minutes (1 min = 0.0167 deg) each
year. The restricted problem used in this research will be modified to include
three-dimensional motion; thus, the second approximation will be eliminated.
The third approximation restricts the third body to less than 13,000 lbs which
this research will assume to be satisfied. Finally, the Moon’s orbit has an

eccentricity of 0.055; hence, the last approximation is met.

In this chapter, the nonlinear equations of motion are developed
in both dimensional and non-dimensional units. The equilibrium points for
the Earth-Moon system are identified and the non-dimensional equations of
motion are linearized about the translunar equilibrium point. Lastly, the
linearized equations are solved analytically and it is shown that a small radius

halo orbit can not exist without active guidance.

2.1 Nonlinear Equations of Motion

Consider the motion of a third body in the gravitational field of two
primary bodies of spherically symmetric mass distribution. These two primary
bodies revolve about their barycenter in circular orbits. Figure 2.1 shows the
force diagram for this problein. An inertial coordinate system (1. 3,. k,)and
a rotating coordinate system (in, 35, k) with their origins at the barycenter
are shown in Fig. 2.1. The relative positions of the third body with respect
to the Earth and Moon are given by rgg and vy, respectively. Three forces
act on the third body: the gravitational attraction of the Moon (Fyy), the
gravitational attraction of the Earth (Fg), and the control force generated by
internal propulsion (F,). The positions of the Moon and Eartl in the rotating

coordinate systemn are given by a and b. The orbital motion of the Moon is

<@

.'* <
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Figure 2.1: Force Diagram

described by the mean motion (n) and dimensional time (¢").

For the rotating coordinate system, summing the external forces

yields
SF = Fyu+Fg+F, (2.1)
_ {GrmMms;'MS} _ {GrmEmS;'ES} +msas  (2.2)
Irms| |7 esl
_ {G' ;myms|(z” — )i+ y"Ir + kn]}
|"MS|
N {GrmEmS[ " +blir+ty i+ Z'En]}
Ires|’
+ {ms[a,in +a,3p + a,kn]} (2.3)

where (z*,y*,27) are the dimensional position components of the third body
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in each axis of the rotating coordinate system (ig, jg, kr), respectively. Dif-

ferentiating r¢ twice in the rotating coordinate system yields

d’rg d*z* dy* 3l =
arr { e
&y dz* X
¥ { T7 S B = "zy‘} iz
&2 ;
; {ff} in. (2.4)

Applying Newton’s second law of motion for a constant mass system

&
Y F =me=s (2.5)

yields the three second-order scalar differential equations of motion in dimen-

sional coordinates

déz dy* {mM(x‘ —a) mg(z" + b)}
—-—F - 2n— - n’s" = -G, +a;(2.6
dt*? dt IrMs|3 |rES|3 ( )
&y dz* mm mg
—=+Wm—-n*y" = -G,y { + +a (2.7
dt*? dt lrmsl®  Iresl’ ’
d*z" { my mg }
= = —G,z' & +a, (28)
de*? lrmsl®  Iresl’
where
lrmsl = (ot —a) +y2 + =2 (2.9)
lresl = (== +b)2 4y + 22, (2.10)

The non-dimensional equations of motion result after substituting

the non-dimensional variables

o

nt* (2.11)

no
H

(2.12)
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s v
y = (atb) (2.13)
a 2
A mpy
= 2: 15
# (mg + mpy) LS,
A ar
a 2
U & —5s (2.16)
A a
= y 2.
Uy 2 o (2.17)
A a,
W = b (2.18)
into Eqgs. (2.6 - 2.8)
d’z _dy _ _JEe=(-p)]  (A-p)z+s
ar " a Tt T —{ s pEsS Gt 1250)
&y  dz g (1-p)
i ‘-"{pms i R e
d’z p_, (1—-p)
“-i't—z = =2 {pM33 + p533 + Uz (221)
where
pms = \Jlz - (1 —p)2+y?+ 22 (2.22)
PES = \/[.r +u2+y? 4+ 2 (2.23)

Equations (2.19 - 2.21) are the preferred equations of motion since specific
information about the two primary bodies (other than the mass ratio) is not
required. Also, the non-dimensional equations have better numerical condi-

tioning since all terms are of the order one.

Define the nonlinear state and control as
" 2(0) ]
y(t)
t
X & ;8 (2.24)
y(t)
| 2(¢) ]
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and )
N U.(t)
U(t)= | Uyt) (2.25)
U.(1)
Writing Egs. (2.19 - 2.21) in first order functional matrix form gives
}
X = £1(X(1)+9,(UW) (2.26)
where
i }
y
2
c_(ple=Q-p)]  (=p)z+ 4]
fux@) = |o+a- (=l Qe ),
-2i—y{—i~,+il—‘l})—1}
PMs PES
B )
3
L PMs PES
r 0 b
¢ ©
0
aU) = |, (2.28)
Uy
L U: |
- a d o
() = m (2.29)

2.2 Equilibrium Point Location

Equilibrium points occur when all external forces are balanced. Math-

ematically, they occur when all derivatives in the differential equations are zero

or undefined. In Eq. (2.27), setting all derivatives to zero yields

z_l‘[:t—(la—ll)]_“‘/‘)['z"'”] =0 (2.30)
PMS PES
g (1 -p) :
- _ = 0 2.31
y{ pms®  pes’ } =
s = 0. (2.32)
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Equation (2.31) yields two cases for equilibrium points:

y =0 (2.33)
{1-p"3-(1"‘)} = 0. (2.34)

3
MS PES

The first case, Eq. (2.33), locates the collinear equilibrium points; the second

case, Eq. (2.34), locates the triangular equilibrium points.

Equation (2.30) was derived for the third body in the region con-
taining the L, equilibrium point. For the third body in the regions containing
the other two collinear equilibrium points, the signs on the second and third

terms in Eq. (2.30) change. Thus, Eq. (2.30) becomes

u[z—(lg—u)]¥(l—u)li+ul =0 (2.35)
PMS PES

zF

where the appropriate signs are given in Table 2.1. Fquation (2.35) results in

a fifth-order equation in z where the real root locates the equilibriuni point.

Table 2.1: Appropriate Signs for Collinear Equilibrium Points

Equilibrium Point  Second Term Third Term
L, - _

+
Ly +

For the triangular equilibrium points, Eqs. (2.30) and (2.34) are
satisfied when

PEs = 1 (2.36)

pyms = 1. (2.37)

Hence, Egs. (2.36) and (2.37) are used instead of Egs. (2.30) and (2.34) o

locate the these equilibrium points.
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For the Earth-Moon system, g = 0.0121506 [37}, which results in the

equilibrium points given in Table 2.2. Figure 2.2 shows the geometry of the

restricted three-body problem equilibrium points.

Table 2.2: Equilibrium Point Locations

Equilibrium Point T Y e
Translunar (L;) 1.155682 0 0
Cislunar (L2)  0.836915 0 0
Transearth (L3) -1.005063 0 0
Triangular (L,5) 0.487849 £ 0.866025 0

2.3 Linearized Equations of Motion

and

where

Define the linearized state and control as

'6- 'x_xnom-
7) y_ynom
alClalz-2z
Q2| || 7 inem
£ T — Tnom
fl g—y‘nom
.C.. .é_z‘nom-
A A
u=

uf Ur - “rnom
4

Uy = l'y - l,ynom

u( (/: i (r:num

a Taylor series expansion yields

= U - Uuum

2=A,9+ Bgu

B =

(2.38)

(2.39)

where ( )nom denotes a nominal value. Neglecting the higher order terms in

(2.40)

(2.41)

(2.42)
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Figure 2.2: Equilibrium Point Locations

Substituting the nominal value for the translunar equilibrium point from

Table 2.2 yields
0 0 0 1 007
0 0 0 01 0
0 0 0 00 1
= )
Ac = | 7380861 0 0 002 0 (243)
0 —2.190431 0 -200
0 0 ~3.190431 0 0 0 |
and ) ) \

B(.'

(2.11)

CcC —0OC oo o
—_o O OC O

cC o oo o
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Note the (-axis can be uncoupled from the £ and 7-axes after the linearization. J

2.4 Periodic Orbits

The general solution to Eq. (2.40) is

Q(t) = J4(1,0) 2(0) + /0' Bg(t—1.0) Bgu(r)dr  (2.45)

where

&;(t,0) = eprGt (2.46)

and satisfies
. )

Bo(1,0) = Ag Ba(t,0). (2.47)

The first term in Eq. (2.45) represents the unforced solution to Eq. (2.40) and
the second term gives the forced solution. Appendix A.l details the solution
to the state transition matrix, @¢(¢,0). Hence. the unforced solution to Eq.

(2.40) becomes

£(t) = 1.586694C, exp™ 158677 _] 586694( ', exp® P

0.639513C,
- ' . v D E— . 2 b .
0.184326(3 cos(1.862647t) + 1362647 sin(1.862647t) (2.48)
Nt) = Cexp=21TT 4, exp? 6T
Cy .
C 1.862647t 1. t .
+C4 cos( ) + 1 862647 sin(1.862647¢) (2.49) )
C(t) = ((0)cos(1.786178t) + —\2L_ sin(1.7861781) (2.50)

1.786178
where )
C, = 0.420595£(0) — 0.123011£(0)

+0.07866737(0) + 0.07752673j(0) (2.51)

C; = —0.420595£(0) — 0.123011£(0)

e
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+0.0786673n(0) — 0.07752677(0) {2.52) '
I Cs = 1.815860€(0) + 1.3347101(0) (2.53) x}
Cy = 0.246022€(0) + 0.8426657(0). (2.54)
)
In general, Eqs. (2.48 - 2.50) are unbounded because of the exponentially
increasing terms; thus, the linear system is unstable. However, if the ini-
tial conditions are chosen properly, the exponential terms can be eliminated.
Selecting
£(0) =  0.6395145(0) (2.55)
7(0) = -5.425170£(0) (2.56)
reduces Eqgs. (2.48 - 2.50) to purely periodic terms
| E(t) = &(0)cos(1.862647t) + 0.3433367(0)sin(1.8626471)  (2.57) ®
n(t) = 1(0)cos(1.8626471) — 2.928T196(0) sin(1.8626171)  (2.58)
o)
t) = : —_ .78 t). 2.
¢(t) €(0) cos(1.786178t) + 786178 sin(1.786178¢) (2.59)

In addition, if the periodic orbit is chosen to be centered about L;, that is
€(0) = 0, and the initial point of the orbit is selected so that ((0) = 0,
Eqgs. (2.57 - 2.59) further reduce to

£(t) = 0.3433367(0) sin(1.862647¢) (2.60)
n(t) = 5(0)cos(1.862647t) (2.61)
C(t) = C(0)cos(1.786178¢). (2.62)

It is readily apparent that a small radius halo orbit can not exist without
active guidance because of the different natural frequencies between the g

axis and the (-axis. Figure 2.2 graphically illustrates this result by choosing
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n(0) and {(0) to be 0.00911 (3500 km) and 90 deg out-of-phase. This Lissajous
trajectory clearly shows periods of time when the Moon will block the line-of-
sight between the Earth and a third body; this period of blockage equates to
a disk with a radius of 0.00806 (3100 km) centered at the origin on Fig. 2.3. J
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Chapter 3

Halo Orbit Guidance Law

Several classical time-domain techniques have been investigated for
controlling a halo orbit. In this chapter, a frequency-domain technique will be
introduced. H; control theory applies a frequency-domain formulation to the
classical time-domain Linear Quadratic Gaussian problem. The advantage to
the frequency-domain formulation is that it can be extended to modern control
theories, such as H, and H,, theory, so that the class of plant disturbances

and measurement noises considered can be expanded.

This chapter starts with the formulation of the H, problem state-
ment and system models. The state space H, solution is then discussed. A
simulation is developed to validate the guidance law and results from two
typical guidance laws are presented. Lastly, results from several parametric

studies are given.

3.1 Problem Statement

H, control theory minimizes the 2-norm of the closed loop transfer
function, T,,,, between the regulated variables, z,.,. and the exogenous inputs.
w,; the H; system model is shown in Iig. 3.1, This transfer function s the
same as the lower linear fractional transformation of the system plant. Py,

and the guidance law, K 4. Given

Pg. Pga
Pg = 3.1
G [P(m P(m] (31
25




Figure 3.1: H; System Model :
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then

Pci + P2 K pato I - PG22Khalo)_lPG2l (3.2)

F\(Pq, Khao). (3.3)

A precise problem statement is

1T 2ull, (3.4)

Minimize

where the regulated variables are chosen to be

JLy]
238 (3.5)
u

zrcg =

and the exogenous inputs are chosen to be

w, = [ - ] (3.6)

wm
The plant disturbances, wy, and the measurement noise, w,,. have a fixed
power spectrum. In addition, p, and p, are selectable constants so that the
relative weighting of position deviation and control 2cceleration can be varied.
Since the deviation in the £-axis does not affect the line-of-sight between the

halo orbit and Earth, £ was not included as a regulated variable.

‘H, minimization is the frequency-domain equivalent to Linear Quad-
ratic Gaussian iainimization in the time domain. The equivalent problem

statement in the time-domain is

Minimige | o = /0 (07Q 0 + uTu)dt (3.7)
where
99in 0 -
Qe = { v 0} (3.8)
[0 0
Qgen = |0 2 0 (3.9)
[0 0 pf
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Figure 3.2: Desired System Model

3.2 System Models

Figure 3.2 shows the desired system model where G represents the
plant and K4, represents the guidance law. The plant and guidance law
have the general realizations

_| Ac| Bg _ | Ax | Bk .
G— [ CG DG ] and Khalo— [ Cl\' Dl\' ] (31())

Figure 3.3 shows an expanded system model where G has been broken down

into its realization parts; G, has the realization

[ AT .
G, = [—I—*—] : (3.11)

For this research, only position measurements are considered. Hence,

Cos=[I 0] and Dg=0. (3.12)

The vironment consists of plant disturbances and measurement noise, both

moc ' as white gaussian noise with zero mean and identity fixed power




)
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Figure 3.3: Expanded System Model
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spectrum. The plant disturbance, or process noise, is then scaled by a non-

dimensional matrix, Iy,

nd=[""1 0] (3.13)

where 7, and 7, are the non-dimensionai square root of the fixed power spec-
trum in velocity and acceleration, respectively. The measurement noise has

also been scaled by a non-dimensional matrix, IT,,,

i, =nx,I (3.14)

where 7, is the non-dimensional square root of the fixed power spectrum in
position. Figure 3.1 shows the system model required by Doyle, et al [38] for
the two Ricatti equation M, control system design method. The plant (Pg)

in this system model has the general realization

A|B B,
Pg=|Cy| Dy Dy (3.15)
C’2 D2I D22

and requires a particular structure for the D matrices. Dailey [39] sunmna-
rized a method for loop shifting and scaling these matrices; this method uses
the singular value decomposition of the Dy, and D,, matrices to transform
a general system model into the desired form. Transforming the expanded

system mode] (Fig. 3.3) into the H, system model and applying scaling yields

[ A I, 0 B
PnCty 0 0 0

Pg =1 P 0 0 (3.16)
0 0 0 I
m,'c;| o I 0




31

where () indicates scaled parameters and a, and a are matrices defined
such that
=0, and (= af. (3.17)

3.3 State Space H; Solution

The H, optimal solution involves solving two algebraic Ricatti equa-
tions (see Doyle, et al [38]). The first Ricatti equation (X ) represents state
feedback; the second Ricatti equation (Y';) represents observer feedback. For
this system, the two Ricatti equations are

X,A6 - X2BoBs"™ X, + AT X, + ey, T ay + plaTac = 0 (3.18)

Y AT -Y,Ce'H, "N, 'CY, + ALY+ ILIT,T = 0. (3.19)

Given the solutions to Eqs. (3.18) and (3.19), the feedback gain matrix be-

comes

Fy; = -Bs™X, (3.20)
and the observer gain matrix s

Ly, =-Y,c.'nm,” "m,,". (3.21)

Finally, the optimum guidance law is given by

e o -1
Kllalo = [ g: { Bl\ IOIm (322)
Ag | -Lw 5.
= 3.23
e e

where

Ag=A-BgB:'Xx,-Y,c;'nm,”"mm,,-'Cq. (3.24)
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3.4 Simulation Results

A simulation was developed to validate the guidance law given in
Eq. (3.23). For the initial cases examined, linear simulation results were
found to be in agreement with nonlinear simulation results. Therefore, the
linear simulation was used to generate the results presented in this section
and Appendix B. The state equation of the simulation is first formulated;
then, data from two typical H, optimal guidance laws are given followed by

data from three parametric studies.

3.4.1 State Equation Formulation
The mathematical model of the guidance law, Eq. (3.23), is
Xy = ApXp+BpIl, e (3.25)

u = CpXg (3.26)

where X g are the guidance law states. The inputs to the guidance law are
deviations from the halo orbit, e, and the outputs are the control accelerations,

u. From the expanded system model, Fig. 3.3, note

e=C2+ 11w, +r. (3.27)

Hence,

Xy =By, 'C;N+A; Xy +Bw, + Bi11, 'r. (3.2%)

The mathematical model associated with P is

N = Ac?+ IIyw,y + Bga

e ""."IC(;Q-{-wm.
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Hence, the Kalman filter mathematical model yields

2 = Ag§1 + Bgis — LT~ C(02 - 1) (3.31)

a

where the ( ) denotes the estimated system states.

Assume the guidance law states are a linear combination of the sys-

tem state estimates plus additional undetermined states, I'. Hence,

X7 = W@apd) (3.32)

Differentiating Eq. (3.32); substituting Egs. (3.25), (3.26), (3.31) and
(3.32); and noting & = u yields
I'=(A¢ - BRII,,"'Cg)I" = Lyyw,, + Bp I, 'r. (3.33)

The final state equation for the linear simulation is formed by aug-

menting Egs. (3.28), (3.29) and (3.33) into a matrix equation

_h Ac BsC; 0 N
Xi | = | Bilm.'ce  Ag 0 4
r ! 0 0 (Ag-B;Il,"'Cs) || T
[ Hd 0 0 wd
+| 0 Bi B, || w, (3.34)
L 0 _LH2 BRHm_l T
and noting
2=X,-T. (3.35)

3.4.2 Typical H, Guidance Laws

The simulation was run for 300 days (20 revolutions of the halo orbit)

using mid-range weighting parameters (p, = 170 and p; = 550) and minimum

control acceleration weighting parameters (p, = 36 and p; = 1000). The noise
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statistics used in the simulations are given in Table 3.1. These statistics are
consistent with the tracking accuracy study contained in the flight dynamics

study [24].

Table 3.1: Simulation Noise Statistics

Fixed Power Average

Spectrum State o

Position m? = 2.665 - 9.637 km
Velocity 7,2 = 2.665¢-8 %132- 1152

Acceleration m,? = 1.666e-15 %133 N/A

The variations in the average total steady state propulsion requirement per day
(AVror) with respect to these input parameters is summarized in the next
section and Appendix B. The reference input was a clockwise circular halo

orbit with a radius of 3500 km and a non-dimensional frequency of 1.862647.

Appendix B.1 suimnarizes the state space realization and the transfer
function matrix for the sixth-order H, guidance law using nid-range param
eters. The guidance law is minimum phase and stable. Since the linearized
equations of motion are uncoupled between the € and 5-axes and the (-axis,

the guidance law is also uncoupled in this manner.

Appendix B.2 shows the last 10 revolutions of the system states,
estimation error and control acceleration when the system has reached steady
state. Both the system states and the control accelerations are sinusoidal
functions at the selected halo orbit frequency. The estimation error is quickly
driven to zero by the observer in all states. Table 3.2 compares these typical
guidance laws with previous results; these results do not include process or

measurement noise.

A robustness analysis was done for the nid-range weighting parame
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Table 3.2: AVror Comparison

Study AVTOT (m/s/day)
Mid-range Weighting 0.2997
Minimum Weighting 0.1549
Farquhar [13] 0.2839
Flight Dynamics [24] 0.2800
Heppenheimer [18] 0.2929
Fraietta and Bond [17] 0.7934

ters guidance law. Structured uncertainty was used to represent error sources
such as neglected high frequency dynamics, input actuator errors and low fre-
quency plant parameter errors. The gain and phase margins were reduced with
the addition of the observer into the guidance law. The gain and phase margin
could be improved through the loop transfer recovery technique; however, this

procedure was not applied in this research.

Figure 3.4 gives the geometric view of the halo orbit for the mid-
range weighting parameters H; optimal guidance law when both process and
measurement noise are absent from the simulation; Fig. 3.5 applies when 3o
process and 3o measurement noise are included.  The orbits are stable,
repeatable and the line-of-sight with the Earth is never lost. Measurenient
noise showed little effect on the geometry of the resultant halo orbit: process
noise showed a greater impact. Appendix B.3 gives additional geometric plots

of the front and side views of the halo orbit with various amounts of process

and measurement noise added to the simulation.
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3.4.3 Control Input Parametric Study

Three-axes versus two-axes control (£ and (-axes) was investigated
to determined the advantages or disadvantages of each method. The figures-
of-merit for this parametric study were chosen to be the average steady state
AV per day for maintaining the orbit (£ and 7-axes) and the percent steady

state error from the desired circular halo orbit.

Table 3.3 gives the results for three cases (a-c) where the semi-minor
axis steady state error of the resultant halo orbit was held constant; the po-
sition weighting factors were varied in order to maintain constant semi-minor
axis errors. Semi-minor axis errors more negative than -11.43% indicate a loss
of line-of-sight with the Earth. In addition, the average steady state AV per
day in the (-axis was held constant. Three-axis control provided a better re-
sultant halo orbit which was closer to the desired circular orbit. However, the

AV associated with the tighter control was two orders of magnitude higher.

Table 3.3: Three vs. Two Axes Control
Control AV, AV, Major Minor

Axes (m/s/day) (% error)
a) 3 T7.866 2.694 4.85 -11.55
2 0.034 1192 -11.34
b) 3 8.124 27738 420  -5.42
2 0.063 - 8.53  -5.26
c) 3 8476 2.890 262 -0.94
2 0.209 - 403 -0.95

Two-axes control, using either control in the £ or n-axis, was also
investigated for advantages or disadvantages. Table 3.4 gives the results for
three cases (a-c) where the average steady state AV per day for each case was

held constant; the position weighting factors were varied in order to maintain

o
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Table 3.4: ¢ vs. n Axis Control
Control AV, AV, Major Minor

Axes (m/s/day) (% error)

a) £ 0.034 = 11.92 -11.34
n 0.034 65.84 -27.62

b) £  0.063 853  -5.26
n - 0.063 47.29 .78.86

¢) € 0.209 403 -0.95
n - 0209 4212 -91.56

n e u 1 o] n
—b?—ﬂ» Kol (I-AG) B i Cq -

K02 |8 Co; [

Figure 3.6: Representative Example Block Diagram

constant average steady state AV per day. ‘Two-axes control nsing £-axis

provided much tighter resultant halo orbits for the same propulsion cost.

These two findings are a result of computing the guidance law using
regulator theory and then commanding an input to be tracked by the closed-
loop system. This procedure effectively closes an inner loop containing the
states and associated gains which are not being commanded to track; an outer
loop is then closed which contains the states which are tracked. Figure 3.6
shows these loops for a representative linear quadratric regulator example

using the dynamics of the halo orbit guidance problem. Figure 3.7 plots the

example’s control acceleration-to-reference input transfer function () for the
\

&}
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Figure 3.7: Control Acceleration Transfer Function (-,!‘—") for the Three and
Two Axes Control Example

three-axes and two-axes control cases. At the frequency of interest (1.862647),
three-axes control takes significantly more control acceleration than either of
the two-axes control cases. Tracking accuracy is given by the magnitude of the
output-to-reference input transfer function (;’1’;) plotted in Fig. 3.8. *Good™
command following for this example would occur at a magnitude of 0 dB.
Hence, three-axes control has the best trackig performance tollowed by two-
axes £ control; two-axes 5 coutrol has the worst tracking performance. Note

that the trends shown in this representative example are the same as the

trends shown in Tables 3.3 and 3.4. Thus, two-axes £ control is used i the
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remaining simulations because at the frequency of interest it requires the least

control acceleration for the best command following.

3.4.4 Noise Characteristics Parametric Study

The steady state solution to the observer Ricatti equation is the
error covariance associated with the estimated system states. Equation (3.19)
shows the error covariance is a function of ITy and IT,,. The noise statistics
used in the simulations are given in Table 3.1. These statistics are consistent
with the tracking accuracy study contained in the flight dynamics study [24].
Figure B.6 (a) in Appendix B.4 shows the average standard deviation of the
position and velocity state as a function of the standard deviation of the
process noise; Fig. B.6 (b) gives the average standard deviation of the velocity
state. In both figures, the fixed power spectrum of the measurement noise is
assumed to be 2.665 m?®/s in each axis. The average standard deviation of
the position state is defined as the nuimnerical average of the position singular
values of the error covariance matrix. The similar definition applies to the

average standard deviation of the velocity state.

A monte carlo analysis was completed to quantify the effect of these
noise statistics on the average steady state AV per day for halo orbit mainte-
nance. Thirty 150 day simulations were run and the resultant average steady
state AV per day obtained. In all cases, the reference input to the simula-
tion was a clockwise circular halo orbit with a radius of 3500 km and a non-
dimensional frequency of 1.862647. Mid-range weighting parameters were also
used. Figure 3.9 shows essentially a linear relationship between the amount of

process and measurement noise and the resultant average steady state AV per

day. The dashed lines show the minimum and maximum values obtained i
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Figure 3.9: Effect of Noise on Halo Orbit Station-keeping Cost
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the 30 simulations. The average steady state AV per day found in Table 3.2

corresponds to zero process noise and zero measurement noise.

3.4.5 Halo Orbit Characteristics Parametric Study

The position weighting factors, p, and p, and the halo orbit fre-
quency were varied to determined the effects of each. Non-dimensional fre-
quency was varied from 0.2 to 7.4 for each case. As before, the reference input
to the simulation was a clockwise circular halo orbit with a radius of 3500 km.

The duration of each simulation was 150 days.

Appendix B.5 gives the results of this parametric study as a func-
tion of halo orbit frequency. In each case, the iesultant steady state halo
orbit was an ellipse. For halo orbits with clockwise orbital rotation, Fig. 3.10
shows, qualitatively, the effect on the halo orbit of increasing the desired
halo orbit frequency. The minimum deviation from a purely vertical orien-
tation was obtained at a non-dimensional frequency of 1.47. As the halo or-
bit non-dimensional frequency deviated from the system’s natural frequency
(1.862647), velocity requirements in both axes hicreased rapidly. When non
dimensional frequency was reduced by 1, the average steady state AV per day
increased by a factor of 30. For an increase in non-dimensional frequency of

1, the average steady state AV per day increased by a factor of 50.

The halo orbit non-dimensional frequency was then fixed at the nat-
ural frequency of the system and the position weighting factors were varied;
these results are shown in Appendix B.6. The geometry of the halo orbit
was essentially constant with respect to changes in the (-axis weighting fac-
tor and steady state error decrcased as the 5-axis weighting factor increased.

The orientation of the halo orbit was essentially constant for ehanges in either
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weighting factor. Due to the uncoupling of the linearized equations of motion, )
the velocity required in the £-axis was only influenced by the weighting factor &)
in the n-axis; the velocity required increased as the weighting factor increased.

Similarly, the velocity required in the (-axis was only influenced by the weight- )

ing factor in the (-axis. However, in this case, the velocity required decreased

as the weighting factor increased. This was due to the (-axis originally being

stable and the £ — 1 axes having to be stabilized by the guidance law.




Chapter 4

Rendezvous Targeting

Terminal phase rendezvous for the Gemini, Apotlo and Space Shuttle
missions was executed from stable elliptical orbits in the two-body problem.
Two-body motion is planar; the rendezvous profile contains zero, or at least
small amplitude sinusoidal, out-of-plane relative motion. Rendezvous target-
ing was done using Lambert’s Theorem. By contrast, motion in the vicinity
of the translunar equilibrium point is three-dimensional and unbounded. Fur-

ther, Lambert’s Theorem does not apply to motion in the three-body problem.

This chapter considers the terminal phase rendezvous of two space-
craft about the translunar equilibrium point. It assumes the target vehicle is
in a small radius halo orbit and is controlling its own orbit using an unknown
guidance law; the target vehicle reinains passive with respect to the rendezvous
profile. The chaser vehicle is in an dependent small radius halo orbit and
executes all rendezvous maneuvers. This chapter begins by developing the
state equations for the target and chaser vehicles. The targeting law is then
derived; this derivation is loosely equivalent to the rendezvous application of
Hill’s equations in the two-body problem. Lastly, nonlinear simulation results

are presented.

4.1 State Equations

The target vehicle orbits described in Chapter 3 can be approximated

by an ellipse inclined to the 5 — ¢ plane. The equations of motion for this

17
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approximation are

flmar S]n(ft 55 1/'{) )
Wi = | Nimazsin(ft +v,) and ¥, =V, (4.1)
Clma.r S]n(ft + d'()

which leads to the state equation

wtp — th
[ = ] _ 4, [ b ] (42)
where
0 I

and f is the halo orbit frequency. The subscripts ( ), and ( ) denote the
target vehicle’s position and velocity, respectively.

Since the halo orbits being considered have a small radius, the lin-
earized equations of motion, Eq. (2.40). for the chaser vehicle can be used.
Further, during a rendezvous profile the chaser vehicle will terminate its own

halo orbit guidance. Hence, the chaser vehicle's state equation becomes

2,1 2, ‘
[ OC!I J - A(,‘ [ n(“ll ] (4.1)

where Ag is defined by Eq. (2.43) and the subscripts ( )., and ( )., denote

the chaser vehicle’s position and velocity, respectively.

Defining the relative position and velocity as

by | a| 2, -¥y ]
[&, =| 2. -, (4.9)
leads to the relative state equation
r ép E | [ 6;) ]
5. A;  (Ag-A) 5,
SR I IR TR R TR RN, e [ i 1.6)
Vi 0o A, vy,
L le J L er
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Equation (4.6) can be solved analytically

6,(t27) by D12 Pz Dy 6,(t:)

6,(t27) b Dn D Dy 6.(tit) (4.7)
l‘ptp(‘z') 0 0 &5 oy Yo(ti®) | '

wtv(h—) 0 0 ¢43 ¢44 wtz'(tl+)

where ¢, and t; denote the initiation and final times of the rendezvous, re-
spectively. Also, the state transition matrix is a function of exponentially
increasing and decreasing terms as well as sinusoidal terms at three different
natural frequencies; ®(t,,¢,) is further detailed in Appendix A.2. The super-
scripts ()~ and ( )* denote immediately before and immediately after a

specified time, respectively.

4.2 Targeting Law

The necessary and sufficient conditions for rendezvous are that the
relative position and velocity at the time of rendezvous be a specified value.
Hence, 6,(t,%) and 8,(¢;*) are known parameters. (‘onsider a two maneuver
terminal phase rendezvous sequence where the first maneuver is executed at
the beginning of the rendezvous (¢;) and designed so that the chaser vehicle
will coast to the spectfied relative position at the tune of rendezvous (£y);
the second mancuver is then executed to satisfy the specified relative veloeity

condition.

The terminal phase initiation maneuver (T'1) is defined as

AVr 2 2. (07%) = (7)) = 6.(0F) - 6.(8,7). (4.8)

Given the first row of the state transition matrix from Eq. (4.7), Eq. (4.8) can

be expressed in terms of the specified position at the end of the rendezvous; the
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initial relative position and velocity; and the chaser vehicle’s initial position

and velocity

AV = ¢y, [6p(t2+) +{¢13 — dulbp(ti™) + {1, — @), }6.(H7)
~1382(117) — b1 Beu(t17)] (1.9)

Note that this targeting law requires only relative state information, which
can be provided by an onboard rendezvous navigation filter using proximity
sensors, and chaser vehicle state information. Hence, no target vehicle spe-
cific information is required. Additionally, Eq. (4.9) contains a numerical

singularity at specific transfer times. That is, when

km

= 1786178 k 7.637724 days; k=1,2,3,-- (4.10)

(t2 — t1)

the ¢)29 element becomes zero causing the ¢,, submatrix to become singu-
lar. Thus, ¢,,”' does not exist. The ¢,59 clement corresponds to the un-
coupled (-axis in the linearized equations of imotion. The (-component is a
sinusoidal function and becomes zero twice during a cycle at its natural fre
quency (1.786178). These singularities do not limit this research because the

transfer times considered here are much shorter than any singularity tune.

Lastly, the terminal phase final maneuver (T'F') is defined as

AVrr & 0.,(6%) - Do(t;7) = 6,(L%) = 8,(ty7). (4.11)

4.3 Simulation Results
A nonlinear simulation was developed to model the three-body ter-
minal phase rendezvous problem (see Chapter 7). For analysis purposes, an

option exists which will place the target vehicle i a planar circitlar orbit in-

clined to the n— ¢ plane by a specified incline angle rather than nsing an actual

»)

)
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Figure 4.1: Incline and Initial Condition Angle Definitions

halo orbit. This option eliminates the target vehicle trajectory approximation
used in the development of Eq. (4.9). In addition, an initial condition angle
was defined to indicate the position on the halo orbit of the T/ maneuver.
Figure 4.1 shows the geometry of these angles. Several profiles were executed
in order to investigate the characteristics of the three-body rendezvous prob-
lem. For each profile, clockwise orbits were used. The targeted position and

velocity offset at rendezvous was specified to be zero in all cases,

4.3.1 T Targeting Law Error Parametric Study

The first three-body rendezvous characteristic investigated was final

position error at the time of rendezvous due to the T'I targeting law. The

targeting la - in Eq. (4.9) leads to a certain amount of error at the time of
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rendezvous due to the target vehicle’s trajectory approximation introduced
in its development. Errors from the linearization of the equations of motion
for the chaser vehicle have been removed by iterating on the specified relative
position at the time of rendezvous within the simulation; this type of iteration

technique is also used in the Space Shuttle rendezvous targeting software.

Figure 4.2 (a) gives the results for a clockwise halo orbit as a function
of transfer time and initial condition angle. Figure 4.2 (b) shows constant
error contours from Fig. 4.2 (a). IFigure 4.2 (¢) plots the side view of the
target vehicle trajectory using the inclined ellipse approxiniation (dotted line)
with the side view of the actual halo orbit (solid line). The maximum final
position error occurs when T'I occurs at the left or right sides of the halo
orbit (initial condition angle approximately 90 or 270 deg). Further, the final
position error was generally in the out-of-plane direction. Figure 4.2 (c) show
that these points of maximum error also corresponds to the points of maximum
curvature of the actuai halo orbit. For all profiles, the chaser vehicle initiated

the rendezvous profile approximately 19 km behind the target vehicle.

To correct for this targeting law error, a midcourse correction ma-
neuver was added to the rendezvous profile. For demonstration purposes. the
transfer time was held constant at 9 hrs and the mitial condition angle was
fixed at 46.08 deg; the transfer time and initial condition angle were arbitrarily
chosen to be these values to be consistent witly the planar circular orbit base-
line case that results in a completely “in-plane” rendezvous profile. Figure 4.3
shows the results for one midcourse correction maneuver executed between
Tl and TF minus one hour. The final position error decreased rapidly from
1122 km to 18 km while the total propulsion cost of the rendezvous increased

only slightly from 1.25 m/s to 1.78 m/s. Hence, the addition of midcourse cor-

*)
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rection maneuvers can substantially reduce errors due to the target vehicle’s
trajectory approximation used in the development of Eq. (4.9). The optimal
' o

location of a midcourse correction maneuver ean not be determined solely
from these data since that analysis requires a rendezvous navigation filter to

be present.

4.3.2 Constant Incline Angle Parametric Study

The second three-body rendezvous characteristic investigated was
the effect of transfer time and initial condition angle on the geometry of the
rendezvous profile. A planar circular orbit was used to insure final position
errors were less than one meter. The incline angle was fixed at 22.85 deg which
corresponded to the incline angie of the aetual halo orbit used in this research. '
Finally, the chaser vehicle initiated the rendezvous profile 19 kin behind the

target vehicle in a coelliptic orbit.

Figure 4.4 (a) shows the maximum out-of-plane relative position '




{.f‘
-~

achieved by the rendezvous profile as a function of the input parameters.
The out-of-plane component results from the coupling of the £ — 7 axes in the
equations of motion. Its magnitude is greatest when the rendezvous profile
is initiated at the top or bottom of the orbit (initial condition angle approx-
imately 0 or 180 deg). These points correspond to the points of maximum
distance from the equilibrium point along the action line of gravitational and
centrifugal forces. Figure 4.4 (b) gives the total propulsion cost of the ren-
dezvous profile; Fig. 4.4 (c) overlays a plot of a minimum out-of-plane ren-
dezvous profile (dashed lines) on constant total propulsion cost contours (solid
lines). Two characteristics can be observed from these plots. First. for every
initial condition anigle, there is a transfer time which produce a minimumn total
propulsion cost of the rendezvous profile (eg. 180 deg, 13 hrs). Second. total

propulsion costs increase with out-of-plane relative motion.

4.3.3 Constant Transfer Time Parametric Study

The third three-body rendezvous characteristic investigated was the
effect of incline angle and initial condition angle on the geometry of the ren-
dezvous profile. As before, a planar circular orbit was used to insure final
position errors were less than one meter. The transfer time was fixed at the
baseline case value of 9 hrs and, onee again, the chaser vehicle initiated the

rendezvous profile 19 ki behind the target vehicle in a coelliptic orbit.

Figure 4.5 shows the same general mformation as Fig. 4.1 except
incline angle has replaced transfer time. These results show that a mini-
mum total propulsion cost rendezvous profile is a function of incline angle as

well as initial condition angle and trausfer time. Also, when transfer time

is held constant, the minimum total propulsion cost rendezvous profiles have
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“in-plane” relative motion.

4.3.4 Representative Relative Trajectories

Figure 4.6 summaries the geometry of the rendezvous profile as int-
tial condition and incline angies change. Figure 4.6 (c) gives a completely
“in-plane” profile executed on the left side of the orbit. Figures 4.6 (a) and
(b) show that for a fixed incline angle and increasing initial condition angle
in the vicinity of the “in-plane” profile, the out-of-plane component switches
from away from the Moon (positive £) to toward the Moon (negative ). Fig-
ures 4.6 (d) and (e) show this same characteristic for a fixed initial condition

angle and decreasing incline angle in the vicinity of the “in-plane” profile.

Figure 4.6 also shows that the relative trajectory is three-dimensional.
To further examine this conclusion, the torsion and rate of change of torsion
was compuied for the relative trajectory at the initiation of the rendezvous
profile (T'1). Torsion is a measure of the twisting of a curve and is compute

from

7 e X 0p): O/ (4.12)
Il 6, x 6, II?
In addition, the rate of change of torsion is given by
(8, x 8,)- 8, +(6, x 8,)- &, —21(5, x 6,) - (6, x 6,)
I 6, % 6, |I?

(4.13)

Figures 4.7 (a) and (b) plot the relative trajectory’s torsion and rate
of change of torsion at the beginning of the terminal phase as a function of
initial condition and incline angles. Transfer time was held constant at 9

hrs. A necessary condition for the relative trajectory to be two-dimensional

is that the torsion and rate-of-change of torsion be zero at the initiation of
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Figure 4.6: Representative Relative Motion
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the rendezvous profile. Figure 4.7 (c) shows contours of torsion and the rate
of change of torsion equal to zero. Also shown is the minimum out-of-plane
contour from Fig. 4.5. Figures 4.7 (d) and (e) are expanded views of the inter-
sections of the three contours given in Fig. 4.7 (¢). For the relative trajectory
to be two-dimensional and lie in the target vehicle’s halo orbit plane, the
three contours must intersection at the same point. Hence, two-dimensional
relative trajectories which lie in the target vehicle’s halo orbit plane do not ]
exist. However, the minimum out-of-plane contour from Fig. 4.5 represents
a maximum out-of-plane distance on the order of 10 m. Thus, thes~ relative
trajectories are essentially “in-plane” and will be referred to as such in this

research.




Chapter 5

Rendezvous Navigation

The Apollo onboard rendezvous navigation filter represents the first

application of Kalman filtering techniques to the rendezvous navigation prob-

lem. This problem can be defined as determining the relative state of the two

spacecrafts performing the rendezvons. Muller and Kachmar [10] showed the

equivalence of optimally estunating the relative state or optimally estimating

the inertial state of one spacecraft and subtracting it from an externally sup-

plied inertial state of the other spacecraft. This estimation is optimal in the

sense that it yields the minimum relative state error at the time of measure-

ment incorporation, not necessarily the minimum relative state error over the

entire navigation period. Nevertheless, to reduce the complexity of the ren-

dezvous navigation filter, this formulation was used in the Apollo and Space

Shuttle rendezvous navigation filters.

For this research, the rendezvous navigation filter will estimate the

inertial state of the chaser vehicle; it is assnmed that either the target vehicle or

its mission control center will supply the chaser vehicle with target vehicle state

information at the time of cach measureinent. The Space Shattle rendezvons

navigation filter is mechamzed i this manner except only one target vehicle

state vector is required at the beginning of the rendezvons profile. Target

vehicle state inforniation is required at every ineasurement in this research

because the target vehicle requires active guidance to maintain its own halo

orbit and it is assumed that this guidance law is unknown to the chaser vehicle.
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The chaser vehicle would have to know the target vehicle’s guidance law in
order to propagate target vehicle state information in a manner similar to the *ﬁ

Space Shuttle rendezvous navigation filter.

In this chapter, a continuous dynamics, discrete measurement ex-
tended Kalman filter is developed. The rendezvous navigation filter is for-
mulated assuming the estimated states are the chaser vehicle's inertial state.
unmodeled accelerations on the chaser vehicle, and measurenient biases. he )
filter is implemented in the nonlinear simulation such that the chaser vehicle’s
inertial state is always estimated and the other estimation states are selectable.
Initially, the dynamical system is developed. Then, the estimation state-error
covariance matrix propagation and update equations are presented and the
measurement-state relationships derived. Lastly, nonlinear simulation results

are given to assess the performance of the rendezvous navigation filter.

5.1 Continuous-Discrete Kalman Filter
5.1.1 Dynamical System

The dynamical systemn for this problem cau be described by a con-

tinuous nonlinear differential equation

X (1) =F(XA1)+alt) (5.1) :

where f,(X (1)) is given by Eq. (2.27) and e(!) represents unimodeled accel-
erations. Assume the unmodeled accelerations have the form of a first-order

Gauss-Markov process

a(t) = Aa(t) + w,(t) (5.2)

where

A, = diag a1, ¢a22, 0,433, Gaas, Qass, Aues) (5.3)
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and w,(t) is white gaussian noise with zero mean and Q, fixed power spec-

trum. The discrete nonlinear measurements are modeled as
Y(t) = ha(X (L)) + b(L) + v(te); kE=1,2,--.. (5.4)

where h,(X.(lx)) represents the measurement-state relationships derived in
Section 5.1.3. The measurement bias b(l) is also modeled as a first-order

Gauss-Markov process

b(t) = Awb(t) + wy(1) (5.5)

where

Ay = diag [(lbn y @bh22+ (b33, Upaq . Upss ., Ubb‘ti] (H.6)

and w;(¢) is white gaussian noise with zero mean and @, fixed power spectrum.
The measurement noise v({x) is also white gaussian noise with zero mean and

R, covariance matrix.

Define an estimation state vector

X(t)
Z) 2| a() (5.7)
b(t)
Combining Egs. (5.1), (5.2), and (5.5) vields
Z(t) = £,(Z(1)) + w(t) (5.8)
which for notational convemence will be written as
Z= f,+tw (5.9)
where
. £UX(0) +a(t)
F: = fiAZ(1) = A.a(t) (5.10)
Ab(L)
0
w £ wit)=| w() . (5.11)
(1)
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The white gaussian noise w has zero mean and Q fixed power spectrum where

0 0 O
Q={0Q, 0 } (5.12)
0 0 Q@
Finally, Eq. (5.4) becomes
Y(te) = ha(Z(t)) + v(tk) (5.13)

which for notational convenience will be written as

Yi = ha + i (5.14)

where

ho £ ho(Z(1k)) = k(X (1)) + b(te) = hu + by (5.15)

5.1.2 Propagation and Update Equations

Equations (5.9) and (5.14) give the standard forin of the dynamical
system for the continuous-discrete Kalman filter. The derivation of the prop- '
agation and update equations for this filter is well-known (see Gelb [41] for
example); this derivation minimizes the magnitude of the expected value of

the estimation error. The estimation state propagation equation is 3

Z=E[f,). (5.16)

Expanding f, about the estimated state in a Taylor series. taking the expec- .

tation and neglecting higher order terms yields

Z=f0200) <<ty (5.17)
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where sensor measurements are available at {; and {,4,. For notational con-

venience, Eq. (5.17) will be written as

.
A

Z=f, (5.18)
Propagation of the error covariance matrix P(t) is done using
P=PFT+FP+Q (5.19)

where Q has the form given by Eq. (5.12) and

a 0f,(Z(1))

F= : 5.20
0Z(t) 'z(z)=2(z) 520

Equation (5.20) can be further reduced to

af (X. t))'
_ %X((ﬂ X.()=X.(t)
0

0

I 0
5 A, 0
0 A,
which after compacting the notation becomes
U, 1 o
0X. ‘
0 A, 0 | (5.22)
0 0 A

b

F =

Differentiating f,, given in Eq. (2.27), yields

[0 0 0

0 0 0
of, 0 0 0
0X. fa Ja Jfas
oo Jao Jan -
L fas S S

il
— c o
;

(==l =il N e
S <

STivecCcCCcCC -




where

f41

fu
fus
fe2
fs3
Jes

pPMC

PEC

4 = 1)’ s

pmc’ pMce
+3(1 — p)(Ec + p)? (1 =4p)
5 3
PEC PEC
3"(;i'c_(l _”))gc 3(1 _")(‘i‘c'*'”)gc
5 + .5
PMcC PEC
Ipu(z. — (1 = p))2, - (1 = g} + p)s
pmc? prc”
L S B Ul ) S el ).
pmc® pmc? pEC® prc?
3ﬂgcéc 3(1 = #)yACEC
5+ 5
pPMC PEC
3ut’ ;3 —p)it  (1-p)
pmc®  pmc? PEC® PEC?

V(@ = (1= p))? + 42 + 32
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(5.27)
(5.28)

(5.29)

(5.30)
(5.31)

The ()¢ subscript denotes the chaser vehicle. Finally, the estimation state

and error covariance matrix are updated according to

Z+
P+

Z" + Ky, - ha)
(I - K.H,)P (I - K.H,)" + K,R.K,'

(5.32)

(533

where the superscripts ( )~ and ( )* denote immediately before and inmmie-

diately after measurement incorporation, respectively, and

K, = PHJHP H'"+R)"'
i'zk = E[h2k]
H, 2 Ohy(Z(11)) .

0Z(t) | Z(1,)=2(t:")

(5.34)
(5.35)
(5.36)
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Expanding h; about the estimated state in a Taylor series, taking the expec-

tation and neglecting the higher order terms in Eq. (5.35) yields

ho = ha(Z(t,7)). (5.37)

Additionally, Eq. (5.36) can be further reduced to

ahl Xc tk
H. = . (VY § 5.38
¢ [ ) IX (t)=X. (1) Bt ]
which after compacting the notation becomes |
ok ‘ 3
=| %<& 0 I, Sk |
H, [ % J (5.39) ‘ |
In the next section, h;; is defined and —g—’}(ﬂ is computed.
|
. : ) o
5 1.3 Measurement-State Relationships ;
Consider a set of measurements consisting of ’
|
R
R - ' ]
h]k = ¢ ()10) ;
0 1
. l
where R is the relative range between the chaser and target vehicles, Kois the ; i
relative range rate, and ¢ and @ are the roll and pitch angles of the relative
position vector in the chaser vehicle’s body coordinates. The corresponding
measurement bias vector is
bR '
by
b = (5.41)
b
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Differentiating Eq. (5.40) yields

.

Ok
oX.

I
o

Q
=S

L]

(5.42)

|

QD
S

¢ d

Assume the proximity sensor is located at a known position (8s) in
the chaser vehicle’s body coordinate system. Further, assume the chaser ve-
hicle’s attitude with respect to the local vertical inertial rectangular (LVIR)
coordinate system and the orientation of the sensor’s coordinate system are
known. Hence, the transformations from LVIR to the body coordinate systen:
(T'gr) and from the body to the sensor coordinate system (Tsg) can be com-
puted. Finally, with the chaser vehicle’s mertial position ard velocity known,
the transformation from the inertial to the LVIR coordinate system (T';;) can

also be computed.

If the state vector of the chaser and target vehicles is partitioned

into inertial position and velocity,

Ko = st (5.43)

X, = lia: (5.44)

- -

then, the relative position and velocity vectors from: the sensor location to the

target vehicle can be written

R = ri—r.—(Tp.T1)" 6 (5.45)

V = v —v. (5.46)
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From Egs. (5.45) and (5.46), it follows that the relative range and range rate

are

Differentiating Eqgs. (5.47) and (5.48) yield

OR &' oR
aX.  |R|oX.
dR (VT izTVizT) OR R oV
oX. ~ \IRl |RI® ) oX. |R|oX.

(5.47)
(5.48)

Define three vectors which correspond to the columns of the LVIR to inertial

coordinate system transformation matrix

A 5
Tw= [ Ty : T

where

T
T,
T

Also, define the vector

which is not a function of X.

OR

6_X¢=[—I : 0]-01(

Tis ] =TLIT-

= unit(r, X v, X P)
= —unit(r, X v.)

= —unit(r,).

C,2Ty."6s

. Then, differentiating Eq. (5.45) yields

or orT orT
w_ oz _ o 49T
aX. 0X. X,

1)

(5.51)

(5.52)
(5.53)
(5.54)

. (5.56)

L
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Figure 5.1: Angle Measurements

Further, differentiating Eq. (5.46) gives

v
oxX.

[0 : —1]. (5.57)

Figure 5.1 shows the two angles of the relative position vector mea-
sured by the sensor. These angles are in the sensor coordinate frame and are

computed by

a = arctan (RR.:’E ) (5.58)
-—ks
g = arctan( - = ) (5.59)
V(R-35) + (R <ks)?)

Figure 5.2 gives the two angles used by the extended Kaiman filter; they are
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Figure 5.2: Computed Angles
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the preferred line-of-sight angles because they have an intuitive interpretation

to the crewman on-board the chaser vehicle. These angles are in the chaser

vehicle’s body coordinate system and can be computed directly from the sensor

measured angles by

arcsin

arcsin (

¢ =

0 =

Tsg(l,2)sin B — Tsg(2,2)sinacos 8
+T'sg(3,2) cos a cos 3

cos @

—T'sg(1,1)sin 8 + Tsg(2,1)sinacos 3
—Tsu(3,1)cosacos 3 '

(5.60)

(5.61)
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Differentiating Egs. (5.60) and (5.61) yield
d¢ singsind 00
X, cos&coséakc
T s5(2,2) cos a cos B+ Tsg(3,2)sin é cos B da

cos ¢ cos 0 aX.
Tss(i,2)cos B + Tsp(2,2)sin asin 3
+ -Tsp(3, 2‘) cos‘d sin 3 f)i-'f (5.62)
cos ¢ cosf 0X.
3  Tsp(2, l)cosdcosﬁ + T'sp(3, l)sindcosﬁ da
dX. - cos § 0X.
Tss(1,1)cos B + Tsp(2,1)sin ésin 3
B —T53(3,l)cPsdsinﬂ afi . (5.63)
cos X,
Further, differentiating Egs. (5.58) and (5.59) yield
da ‘ RT_?,S‘ ‘ (RT aifs + k7R )
0X. (RT35)* + (RTks)? 0X. 0X.
e s -
Rk (RT 935 357251) (5.64)
(RT)5)? + (RTks)? 0X. 0X.
98 _  \(RTy)+ (RTks) (Rr_qgi o -r_a_zg)
oX. e ax. = ax.

(RTis)(R"ks) (37-_0_1‘:1 X ('m)
IRIP (RT3 + (RTRs) \ 0X. " 0X
R (18 5 0R)
a =, - o~ ~ S = « 1.0
IRIE(RT3s) + (RTEs) \ 0X. 0X.

+

Note that the &g, js, and ks unit vectors are the columns of the sensor to

inertial coordinate system transformation matrix
a . - . H a T
[ is 1 js | ks ] = (TsgToLTLi)" . (5.66)
Define three vectors

(TsuTa1)’. (5.67)




which are not a function of X.. Then,

is = T.'C,
.:Is = TLITcs
és = TL[TC4.

Differentiating Eqs. (5.68-5.70) produces

Ois oT 1 0T, OT 1y
— = Cyf] + Cy(2)—— + C,(3
%, 2(1) 90X 2(2 )BXC 2( )BX
0js 0T 114 T 1., 0T
IS = @l 2R 1 ) Lo L
X, a( )BXC + Cs( )OXC ( )dX
ks oT 1, 0T 1L, 0T 13
— = C4(1)——=— + C4(2)—— + C4(3)———.
oX. u )axc 4 )axc Box.
Lastly, Eq. (5.52) can be rewritten
Ty = wnit ((r7r)v. — (rTvo)rc)
2 unit (Cs)

which can be differentiated to yield
T 1, _ ( I N ésésT) aC,
0X. G|l ICs|P

where

605

[ 2.4 —¢#.To.0I - SR S ]

Further, differentiating Egs. (5.53) and (5.51) yield
aT‘IL’Z _ (("'c X t.’c:)("'c x i’c)T I )
aX. (e x be)|® lI(Fe x Dl
(_) EC _-'?c 0 "‘ic gc
x| - 0 z i 0 -z
y. =& 0 -y. . O
0T 113 #.7.7 1 . ]
I = nEn - 0
X, I#® NIl

Tables 5.1 and 5.2 summarize the measurement - state relationships.
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(5.68)
(5.69)
(5.70)

(5.74)
(5.75)

(5.76)

(5.78)

(5.79)




Table 5.1: Measurement - State Relationships

Parameter Derivative
hi Eq. (5.40) %&: Eq. (5.42)
R Eq. (547) aﬁXR‘c Eq. (5.49)
R Eq. (5.48) 3‘2% Eq. (5.50)
é Eq. (5.60) %’i Eq. (5.62)
§ Eq. (561) -a-QXQ: Eq. (5.63)

5.2 Simulation Results

A nonlinear simulation was developed to model the rendezvous nav-
igation filter (see Chapter 7). Several profiles were executed in order to assess
the performance of the rendezvous navigation filter. For each profile, clock-
wise orbits were used. A planar circular orbit was also used to insure final
position errors due to the rendezvous targeting law were less than one meter.
The incline angle, initial condition angle and transfer time were fixed at the

baseline values which resulted in an “in-plane” rendezvous profile.

The chaser vehicle was initialized 19 km behind the target vehicle in a
coelliptic orbit. An error vector was then added to the chaser vehicle to model
the uncertainty in the state just prior to the 7'/ maneuver. Error vectors were
generated randomly using error statistics consistent with Gingiss [35]). Thir-
teen particular error vectors were used in this research; each one correspended
to a constant 1o error from the 6-dimensional error ellipsoid at the 7'/ inanen-
ver. Potter [42] and Hitzl [43] both describe the technique used i choosing,
these vectors. This technique consists of computing a scalar using the error

vector and the inverse of the covariance matrix. This scalar is proportional
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¥)
Table 5.2: Parameters used by Measurement - State Relationships )
Parameter Derivative
Eq. (5.45) 5"% Eq. (5.56)
V  Eq. (5.46) aQXVT Eq. (5.57) ,
a Eq. (5.58) a_a)% Eq. (5.64)
B Eq (5.59) 53)% Eq. (5.65)
is Eq. (5.68) (?T‘: Eq. (5.71) '
3 Eq. (5.69) ;%Z(s: Eq. (5.72)
ks Eq. (5.70) %(-t Eq. (5.73) P

C, Eq (555 N/A  NJA
C, Eq (567 N/A  NJA

C: Eq (567) N/A  NJA

C. Eq (567 N/A  NJA

Cs Eq. (5.75) g—% Eq. (5.77) :
Ty Eq. (5.52) %—T;:x Eq. (5.76)

Ty Eq (5.53) %Tf Eq. (5.78)

T;s Eq. (5.54) %1_‘#; Eq. (5.79)
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Figure 5.3: Position Error Vectors for Monte Carlo Analvsis

to the n-dimensional probability density function and hence, constant val-
ues of this scalar equate to constant surfaces on the error ellipsoid. Finally,
these vectors were chosen to span all directiuns of the T/ error ellipsoid. Fig-
ures 5.3 and 5.4 show the direction of these position and velocity error vectors,

respectively.

The proximity sensor was modeled after the Space Shuttle rendezvous
radar [44). Sensor measurements consisted of relative range and line-of-sight
angles and were taken every minute. Mcasurement statistics and sensor capa-

bilities were chosen similar to the Space Shuttle rendezvous radar [44] and were

)
)
]
)
)
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)
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Figure 5.4: Velocity Error Vectors for Monte (‘arlo Analysis
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consistent with an advanced rendezvous tracking system study [45]. Random
noise was added to each measurement, but measurement biases and unmod-

eled accelerations were omitted from the estimation v ...

Figure 5.5 shows the average state estiimation error of all 13 error
vectors (solid line) in the LVIR coordinate frame; also shown is the 1o standard
deviation of the state (dotted lines). Appendix C.1 contains these same data
for each individual simulation. State estimation errors converged quickly after

only a few measurements were incorporated.

In Chapter 4, midcourse correction maneuvers were shown to sub-
stantially reduce final position errors due to the rendezvous targeting law; they
also aid in reducing the effects of navigation errors. The optimal placement of
a midcourse correction maneuver within the rendezvous profile depends on the
navigation errors at the time of the maneuver and the sensitivity of the final
position errors at the time of rendezvous with respect to maneuver velocity
errors. Two parametric studies were completed to characterize the optimal

placement of a midcourse correction maneuver.

5.2.1 Navigation Errors Parametric Study

The first study investigated was the navigation errors along the ref-
erence trajectory for the baseline “in-plane™ rendezvous profile. This study
was designed to answer the question, “Is there a place in the rendezvous pro-
file where the navigation errors are small in the direction of the AV required
from a midcourse correction maneuver?” If such a place exists, a midcourse
correction maneuver should be executed at this point in the rendezvous profile

because the midcourse correction maneuver is insensitive to navigation errors.

To determine if such a position in the rendezvous profile exists, a

[
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covariance analysis was done. Figure 5.6 (a) shows the time history of the
magnitude of the principle axes of the LVIR covariance position error ellipsoid.
Also indiciated on Fig. 5.6 (a) is the general correlation between the LVIR
coordinate frame and the principle axes. Figure 5.6 (b) gives the LVIR azimuth
and elevation angles of the largest principle axis of the covariance position
error ellipsoid. Figure 5.7 provides these same data for the LVIR covariance

velocity error ellipsoid.

The covariance position error ellipsoid is initialized as a sphere. With
the first couple of proximity sensor measurements, the sphere shrinks at an
essentially uniform rate. Then, for a brief time the out-of-plane direction
is the largest principle axis, but then i\ decreases and the radial direction
becomes the largest principle axis. It then shrinks and, finally, the downtrack
direction becomes the largest principle axis. The final covariance position
error ellipsoid is aligned with the LVIR coordinate frame, but rotated 4.9 deg

about the positive out-of-plane axis.

The covariance velocity error ellipsoid behaves in an similar manner
except for the out-of-plane direction never being the largest principle axis. The
final covariance velocity error ellipsoid is also aligned with the LVIR coordinate

frame, but it is rotated 5.0 deg about the positive out-of-plane axis.

Note that even though these error ellipsoids lose their spherical shape,
which might suggest a desirable location for a midcourse correction maneuver,
the absolute magnitude of all of the principle axes is small after only a few
measurements have been incorporated into the rendezvous navigation filter.

Thus, placement of a midcourse correction maneuver is not directly dependent

on navigation errors.
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5.2.2 Final Position Error Sensitivity Parametric Study

The second study investigated was the sensitivity of the final position
errors with respect to maneuver velocity errors. This study was designed to
answer the question, “Is there a place in the rendezvous profile where final
position errors are insensitive to velocity errors from executing a midcourse
correction maneuver?” If such a place exists, a midcourse correction maneuver
should be executed at this point in the rendezvous profile because any velocity

errors in the maneuver execution will have less affect on final position errors.

To determine if such a position in the rendezvous profile exists, a

sensitivity matrix was computed; the sensitivity matrix is defined as

3‘} 96

88,7F a | 86
Sv_ - | 3V
av 2 6
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mf,

g{;t (5.80)
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av;

where the ()¢, ( ), and ( ), subscripts indicate the downtrack. out-of-
plane and radial directions, respectively. Each partial derivative in Eq. (5.80)
was computed numerically along the reference trajectory for the baseline “in-
plane” rendezvous profile using the central differences technique with four

evaluations.

Figure 5.8 gives a time history of the largest singular value of the
sensitivity matrix; individual time histories of the elements of the sensitivity
matrix are included in Appendix C.2. Figure 5.8 shows no significant sen-
sitivity of the final position errors with respect to velocity errors. However,
it does substantiate the general philosophy that the final position errors will
be smaller given a smaller transfer timie between the midcourse correction

maneuver and the time of readezvous. Nevertheless, the placement of a mid-
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course correction maneuver is not directly dependent on final position error

sensitivities.

Thus, since the placement of a midcourse correction maneuver is not
directly dependent on navigation errors or final position error sensitivities, the
midcourse correction maneuvers can be placed in the rendezvous profile based

on time.




R ——— . AL AT LG R TR v et c il wo s Bovul 3 b e & i S S e et o 2T

Chapter 6

Applications

To demonstrate the entire guidance and navigation system, this
chapter considers two profiles for terminal phase rendezvous in the planar
circular orbit and two equivalent profiles in a H, guided halo orbit. The two
profiles chosen correspond to “in-plane” (profile 1) and “out-of-plane” (profile
2) relative trajectories for the planar circular orbit; the initial condition angles
were 46.08 deg and 180.00 deg, respectively. These same initial condition an-
gles were used in the H; guided halo orbit demonstration. The transfer time
was also held constant at 9 hrs for both demonstrations. The incline angle for
the planar circular orbit demonstration was 22.85 deg; this is the same as the

incline angle of the H; guided halo orbit used in this research.

Monte carlo simulations v.cre done using the 13 error vectors se-
lected in Chapter 5. For comparison purposes, a reference simulation was
also done assuming “ideal” navigation. Four midcourse correction maneuvers
were added to the rendezvous profile to correct for rendezvous targeting and
rendezvous navigation filter state estimation errors. These maneuvers were
placed on time at TI plus two, T'I plus four, T'I plus six and T’/ plus eight
hours. The Space Shuttle program also uses four midcourse correction ma-
neuvers in its rendezvous profile; three of these maneuvers are placed on time

while one is executed on an elevation angle to the target vehicle.

This chapter presents a summary of these simulations; Appendix D
tabulates the propulsion requirements and final miss distance for each indi-
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vidual rendezvous profile. Propulsion requirements are given in terms of the
velocity required for each maneuver. Final miss distance is defined as the error

from the desired position offset at the time of rendezvous.

6.1 Planar Circular Orbit Demonstration

Figure 6.1 shows the reference relative trajectory for the “in-plane”
profile; Fig. 6.2 applies to the “out-of-plane” profile. In both profiles, the
chaser vehicle initiated the rendezvous profile 19 km behind the target vehicle
in a coelliptic orbit. These relative trajectories have two main differences.
In profile 1, the “in-plane” relative trajectory has a maximum out-of-plane
position less than 20 m and goes only slightly below the target vehicle. This
relative trajectory is essentially straight line motion and shows little orbital
mechanics effects. By contrast, the maximum out-of-plane relative position in
profile 2 is greater than 800 m and the “out-of-plane” relative trajectory goes
below the target vehicle over 6 times the amount of the “in-plane” relative
trajectory. Orbital mechanics effects are clearly present in this rendezvous

profile.

These r~lative trajectory differences are also reflected in the propul-
sion requiremenis and final miss distance of each rendezvous profile. Table 6.1
summarizes the propulsion requirements for both the planar circular orbit and
the H, guided halo orbit; the reaction control system (R('S) fuel consumed

was computed using

v
w, = w, [l - expﬁv—“] . (6.1)

The initial spacecraft weight was assumed to be the maximuin allowed (13,000

Ibs) under the assumptions of the restricted three-body problem. Also, a

medium performance RCS jet (/,, = 270 sec) was assumed; this is a typi-
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Table 6.1: Propulsion Requirements Summary

Error Rendezvous Maneuver (m/s) RCS
Vector TI MCCl MCC2 MCC3 MCC4 TF Total Fuel (lbs)
Circle #1
Reference 0.686  0.000 0.000 0.000 0.000 0.491 1.177 5.776
Average 0.686 0.041 0.010 0.010 0.014 0493 1.254 6.153
Circle #2
Reference  0.680  0.000 0.000 0.000 0.000 0.643 1322 6.487
Average 0.680 0.041 0.009 0.008 0014 0.634 1.384 6.791
Halo #1
Reference 0.627  0.019 0.022 0.027 0044 0684 1421 6.972
Average 0.627 0.041 0.023 0.032 0.042 0677 1.441 7.071
Halo #2

Reference  0.704  0.008 0.008 0.009 0.013 0672 1413 6.933
Average 0.704 0.042 0.013 0.012 0.021 0.663 1.455 7.139

cal Space Shuttle RCS jet. Table 6.2 shows the final miss distance for both
demonstrations. Velocity requirements increased 12.3% from the “in-plane”
relative trajectory to the “out-of-plane” relative trajectory: final miss distance

increased 21.3%.

State estimation errors from the rendezvous navigation filter were
also small. Figures 6.3 and 6.4 show the average state estimation error of all
13 error vectors (solid line) and the associated 1o standard deviation of the
state (dotted line). These data are given in the LVIR coordinate frame. The
rendezvous navigation filter was not substantially affected by the geometry
of the relative trajectory. These state estimation errors caused the velocity
requirements to increase 6.5% and 4.7% for the “in-plane” and “out-of-plane”
profiles, respectively. Final miss distance also increased to 12.7 m and 15.3 m

for these profiles, respectively.

Even though these increases due io relative tiajectory differences and
rendezvous navigation filter state estimation errors are significant, it should

be noted that the absolute propulsion requirements and final miss distance




92

0.02

0014 L

0.001

0014 ioe

-20. — —— 002 —
44, 46. 48, 50. 52. 54, 44, 46. 48, 50. 52. 54,
(a) XL Pos Error (m) vs. Time (hrs) (d) XL Vel Error (m/s) vs. Time (hrs)
0.02

.01 '

0.00 .
"J| '
g @ s 0f | & i
-10.4-- .__,.,_ ._.__4. .:'.'.._...-_._. : _.1. G 001 R P .
S
SEEEEE A IEEE
-X0. - - : 0.0 : (i O
“. 46. 48, 50. 52 54, A, 46. 48. 50. 52 54,
(b) YL Pos Error (m) vs. Time (hrs) (e) YL Vel Error (m/s) vs. Time (hrs)

0.02

0.01

0.001
0014 — 4+
: — — 002 — S
43, 46. 48, 50. 52 4. “. 46. 48, 50. 2 4,
(c) ZL Pos Error (m) vs. Time (hrs) (f) ZL Vel Error (m/s) vs. Time (hrs)

Figure 6.3: Planar Circular Orbit Average Chaser Vehicle State Estimation
Error (IC=46.08 deg, INC=22.85 deg, TT=9 hrs)




2, H 3 ]
1750 1775 1800 1825 1850

41 .
il l
: 3

ol — =~ :
1750 1715 1800 1825 1850

(a) XL Pos Error (m) vs. Time (hrs) (d) XL Vel Error (m/s) vs. Time (hrs)
2. - ,! : 0.02
19 BRI
10. : - A S 001
e '
L
0. 4 | y 0.001
1
-10. e - 0.01
R IR A N
-20. 0202
1750 1775 1800 1825 1850 1750 1775 1800 1825 185.0
() YL Po: Error (m) vs. Time (hvs) (e) YL Vel Error (m/s) vs. Time (hrs)

0.02

0.01

€.001

£0.01

.20 | ‘ t 3
T 1750 1715 1800 1825 1850
(c) ZL Pos Error (m) vs. Time (hrs)

02 -
1750 1775 1800 1825 1850
(D 73. Vel Error (m/s) vs. Time (hrs)

Figure 6.4: Planar Circular Orbit Average Chaser Vehicle State Estimation
Error (1C=180.00 deg, INC=22.85 deg, T'T=9 hrs)




- - AT T RALE AT WTE I AP TN STANLD,  TARNEIR i MIGAIACT T = =T e A i e i e e

94

Table 6.2: Final Miss Distance Summary

Final Miss Distance (m)
Downtrack Out-of-Plane Radial Total

Circle #1
Reference 0.000 -0.001 0.000 0.001
Average Magnitude 4.919 7.204 6.983 12.666
Circle #2
Reference 0.000 0.000 -0.001  0.00
Average Magnitude 8.086 9.779 5.686 15.362
Halo #1
Reference -71.673 19.394 0.124  20.857
Average Magnitude 9.160 19.585 9.303 25.924
Halo #2
Reference -4.834 -3.191 -0.885  5.859
Average Magnitude 5.898 10.222 5.036 14.109

were small in each profile.

6.2 H,; Guided Halo Orbit Demonstration

Figure 6.5 shows the reference relative trajectory for profile 1;
Fig. 6.6 applies to profile 2. In both profiles, the chaser vehicle initiated
the rendezvous profile approximately 19 km behind and slightly above the
target vehicle. The trajectories clearly show the same characteristic as the
planar circular orbit with respect to the radial component of the rendezvous
profile. Not-so-obvious is why the maxinmum out-of-plane position did not
follow the same trend. This exception is explained by noting that for the
planar circular orbit, the §-axis velocity component of the chaser vehicle was
zero prior to the T'/ maneuver and after the 7'/ maneuver, the chaser vehicle
moved in the negative § direction. However, for the H; guided halo orbit,
the £-axis velocity component of the chaser vehicle was positive prior to the

TI maneuver. After the T/ maneuver, the chaser vehicle again moved in the

=
1

(
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negative § direction. Hence, the pre-T'I §-axis velocity opposed a portion of
the post-T'I motion and less total out-of-plane relative motion resulted. In

both profiles, orbital mechanics effects are seen.

The effect of these relative trajectory differences was also present
in the propulsion requirements and final miss distance. Essentially the same
trends as for the planar circular orbit demonstration were seen. State estima-
tion errors from the rendezvous navigation filter were also small just as in the
planar circular orbit demonstration; Figs. 6.7 and 6.8 give the average state
estimation error of all 13 error vectors (solid line) and the associated 1o stan-
dard deviation of the state (dotted line). These data are given in the LVIR
coordinate frame. Again, the rendezvous navigation filter performance was
not affected by the geoms!ry of the relative trajectory. The state estimation
errors caused the velocity requirements to increase 1.4% and 3.0% for profiles
1 and 2, respectively. Final miss distance also increased 24.3% and 140.8%
for these profiles, respectively. When considering the absolute magnitude of
the parameters, these increases are approximately the saume as for the planar

circular orbit deinonstration.

As before, these increases are siguifica*t, but it should be emnphasized

that the absolute propulsion requirements and final niss distance remained

small in both profiles.
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Chapter 7

Nonlinear Simulation Package

This simulation package consists of three executable executive pro-
grams, associated subroutines, and numerous data plotting command files.
The pre-processor program is an interactive parameter input program used to
define approximately 500 selectable parameters required by the main simula-
tion. The post-processor program edits stored data and computes variables
of interest such as the statistics on the measurement residuals from the ren-
dezvous navigation filter. All source code is written in FORTRAN; the data
plotting command files use the XGRAMI application.

This chapter begins by describing the general capabilities of the sim-
ulation package. The functional modules of the main simulation are then

discussed. Lastly, the pre-processor and post-processor programs are outlined.

7.1 General Capabilities

The scenario being simulated is the terminal phase rendezvous be-
tween a chaser and target vehicle in the circular restricted three-body problem.
The target and chaser vehicles are assumed, initially, to be in small radius halo
orbits about the translunar equilibrium point in the Earth-Moon three-body
system. Parameters identifying the specific three-body system are selectable.
The type of translunar halo orbit is selectable between a planar circular orbit

and a H, guided halo orbit. If a H, guided halo orbit is selected, the target

and chaser vehicles can be placed in independent orbits. If a planar circular
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orbit is selected, the chaser vehicle is initialized at a selectable offset position

from the target vehicle in a coelliptic orbit.

The main simulation computes TI and TF maneuvers plus up to
eight midcourse correction (MCC1 — MCC8) maneuvers. All maneuvers are
modeled impulsively. The T/ maneuver may occur any time after the mitial
state vector time for the chaser vehicle. Up to five distinct sensor passes may
occur prior to each maneuver except T1. Times for all maneuvers plus sensor
pass start and stop times are selectable. The initial vector state vector time
for the chaser and target vehicles and the T'I time-of-ignition (TIG) are in

absolute time; all other times are relative to T1 TIG.

Five coordinate frames are used in the simulation; all computations

are done in the inertial coordinate frame.

1. Inertial coordinate frame: Centered at the translunar equilibrium point
with the £-axis pointing along a line from the Earth to the Moon, the -
axis in the Earth-Moon plane and pointing in the direction of the Moon's
orbital motion, and the (-axis completing the right-handed coordinate

system.

2. Local vertical inertial rectangular (LVIR) coordinate frame: Centered
at either vehicle with the radial-axis along the negative position vec-
tor, the out-of-plane-axis along the crossproduct vector of the negative
position and velocity vectors, and the downtrack-axis completing the

right-handed coordinate system.

3. Target centered curvilinear coordinate frame: Centered at the target ve-
hicle. The radial distance is defined as the distance between the target

vehicle, when propagated in a circular orbit to a matching phase angle
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with the chaser vehicle, and the chaser vehicle in a radial direction. The

out-of-plane distance is defined as the distance between the target vehi-

cle and the chaser vehicle in the out-of-plane direction. The downtrack
distance is defined as the curvilinear distance along the propagated cir- )
cular target orbit. The positive direction for all three axes is defined in

the same manner as the LVIR coordinate frame.

4. Body centered coordinate frame: Centered at the chaser vehicle and
transformed from the LVIR coordinate frame by a yaw-pitch-roll set of

Euler angles.

5. Sensor ccentered coordinate frame: Centered at a specified point in the

body centered coordinated frame and transformed from the body cen-

tered coordinate frame by a yaw-pitch-roll set of Euler Angles.

7.2 Main Simulation Functional Description

The main simulation consists of five primary modules plus several
support modules. Figure 7.1 shows an overview of how these five modules
interact to form the guidance and navigation system. Figures 7.2 and 7.3
surnmarize how the target, chaser and estimated trajectories are initialized and
integrate from the initial condition (/(') to the beginning of the rendezvous ;

profile (T'1) and finally to the time of rendezvous (T'F).

7.2.1 Target Vehicle Environment Module ,

Figure 7.4 gives the functional description of the target vehicle mod-
ule. The target vehicle can be placed in an H, guided halo orbit or in a planar

circular orbit by a selectable flag. In either case, the target vehicle remains -
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passive with respect to the rendezvous profile.

For a H, guided halo orbit, the target vehicle’s initial states and
time are selectable. Orbital rotation is dependent on these states. The target
vehicle dynamics consists of the circular restricted three-body equations of
motion. The amount of disturbances added to the target vehicle dynamics is
selectable. Position measurements for the guidance law are generated assum-
ing a “ideal” guidance law sensor. The amount of measurement noise added
to these “ideal” measurements is selectable. The fixed power spectrum for the
disturbances and measurement noise is selectable but must be consistent with
the state space realization of the guidance law. Further, the non-dimensional
frequency and radius of the des‘red halo orbit are selectable but must also be

consistent with the guidance law.

If a planar circular orbit is select.d, the orbit’s orientation with re-
spect to the n-( plane (incline angle) is specified by a selectable distance. Its
orbital rotation (clockwise or counterclockwise) is controlled through a sepa-
rate selectable parameter. The initial states are computed automatically usiug
the selectable noni-dimensional frequency and radius of the halo orbit in addi
tion to its initial time. The initial time of the target veliicle is computed using
the selectable chazer vehicle’s T'/ downtrack offset position aud the target
vehicle’s non-dimensional frequency and halo orbit radius. The target veli-
cle’s dynamics consists of simple second order linear time invariant differential

equations that are only a fuuction of the non-dimensional frequency.

7.2.2 Chaser Vehicle Environment Module

Figure 7.5 depicts the functional description of the chaser vehicle

module during the rendezvous profile; Fig. 7.4 (a} would apply to the chaser

)
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vehicle prior to TI if the target vehicle is in a H; guided halo orbit. i this

case, the chaser vehicle is initialize in an independent H; guided halo orbit

(see Fig. 7.2). The initial chaser vehicle state and time are selectable. For

integration from the initial time to T'/, the chaser vehicle dynamics counsists of

the circular restricted three-body equations of niotion plus a H; optimal guid-

ance law. The amount of disturbances added to the chaser vehicle dynamics

is sclectable. The position measurements for the guidance law are generated

assuming a “ideal” guidance law sensor. The amount of measurement noise

added to these “idcal” measurements is selectable.  The fixed power spec
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trum for the disturbances and measurement noise is selectable but must be
consistent with the state space realization of the guidance law. Further, the
non-dimensional frequency and radius of the desired halo orbit are selectable

but must also be consistent with the guidance law.

During the rendezvous profile, the chaser vehicle is assumed to be
in coasting flight. The initial state and time are taken as the last state prior
to TI plus a table look-up error vector and T'I TIG, respectively. The chaser
vehicle dynamics consists of the circular three-body equations of motion. The
amount of disturbances added to the chaser vehicle dynamics is selectable
and is independent ot the pre-T[ phase. The fixed power spectrum for the

disturbances is also selectable and independent of the pre-T'1 phase.

If the target vehicle is in a planar circular halo orbit. the chaser
vehicle is initialize at T'1 based on selectable offsets from the target vehicle
assuming a coelliptic orbit. A table look-up error vector is added to this
computation (see Fig. 7.3). The chaser vehicle’s time is assuined to be T/ TIG.
The chaser vehicle is assumed to be in coasting flight, its dynamics consists
of either the nonlinear or linear circular restricted three-body equations of

motion depending on a selectable flag.

7.2.3 Proximity Sensor Module

Figure 7.6 shows the functional descriptien of the proximity sensor
module. The proximity sensor nmodule is modeled after the Space Shuttle ren
dezvous radar [44] and considers four types of ncasurements: relative range,
relative range rate, and two line-of-sight angles. The line-ol-sight angles used

by the rendezvous navigation filter are roll and pitch angles in the body cen-

tered coordinate frame and are computed directly from the shaft and trunnion
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angles in the sensor centered coordinate frame.

All measurements are generated regardless of whether or not they |
are used by the rendezvous navigation filter. The “ideal” measurements are
checked by the sensor capabilities model to ensure that they are within sensor
hardware limits; these limits are selectable. If the generated measurement is
outside of the sensor hardware limits, the data good flag associated with that

measurement type is set to “bad.” )

The addition of random noise to the “ideal” measurciments is done
in the sensor error model and is selectable. Characteristics of the random
noise are also selectable. The sensor error model also has the capability to ]
add random biases to each measurement. This addition is independent of
the random noise addition and is selectable. The random bias is computed
only once per phase; phases are defined by the range to the target vehicle. X 'Y

Characteristics of the random biases are also selectable.

7.2.4 Rendezvous Navigation Module

Figure 7.7 gives the functional description of the rendezvous naviga- |
tion filter. The rendezvous navigation module is formulated as a continnous
dynamics, discrete mieasurements extended Kalman filter. Measarements are
generated by the proximity sensor module and may be incorporated into the
filter in any combination; that is, relative range and line-of-sight angles, or
relative range and range rate, etc. The rendezvous navigation filter checks the

|
'
data good flag of cach measurement used; if any data good flag of a measure-
ment seclected is “bad,” the entire set of measurements is rejected.

The estimated states consist of the chaser velicle inertial state plus
]

cither, both or neither of unmodeled accelerations acting on the chaser vehi-
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Figure 7.7: Rendezvous Navigation Functional Description
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cle and measurement biases. Which states are estimated is selectable. The
unmodeled accelerations and measurement biases are each modeled as a first
order Gauss-Markov process with selectable time constants. Initialization of
the estimated chaser vehicle states is either the pre-T'/ chaser vehicle states
for a H, guided halo orbit or the pre-T'I target vehicle states plus an offset
position for a planar circular orbit (see Figs. 7.2 and 7.3). Initial values of the
unmodeled accelerations and measurement biases are selectable. The initial

time associated with the estimation states is 7'/ TIG.

The initial covariance matrix assumes a diagonal form and has a
selectable standard deviation for each estimated state. The values associated
with the estimated chaser vehicle states are used to generate the table look-
up error vectors for initialization of the chaser vehiele enviromment. The fixed
power spectrum matrix for the process and measurement noise terms assuime

a diagonal form and have a selectable standard deviation for cach parameter.

Each sensor pass is specified by start and stop times. number of
measurements taken, and measuremment set type. All of these parameters
are selectable for each sensor pass. For each midcourse correction maneuver,
the covariance matrix is enlarged to reflect the uncertainty in the inaneuver
execntion. Dnring this enlargement, the uncertainty in the estimated chaser
vehicle velocity states is increased by a selectable ainount while the overall

correlation coefficient matrix is preserved.

7.2.5 Rendezvous Targeting Module

Figure 7.8 gives the functional description of the rendezvons target

ing module. The T'1 and M maneuvers are contputed from the estunated

chaser vehicle state and target vehicle state to satisfy the desired position off
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Figure 7.8: Rendezvous Targeting Functional Description
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set at the time of rendezvous. The position offset at the time of rendezvous

is selectable.

Two rendezvous targeting laws have been implemented in the simu-
lation for the TT and MCC maneuvers. The first law is developed in Chapter
4; the second law is an approximation of the first and consists of straight
line motion. Choosing which targeting law is used is accomplished with a se-
lectable flag. An iteration cycle eliminates the error due to the chaser vehicle
linearization process in the targeting law development; the iteration tolerance

and maximum number of iteration cycles are selectable.

The TF maneuver is computed to satisfy the desired velocity offsets
at the time of rendezvous; these offsets are selectable. The chaser vehicle and

target vehicle states are used in this computation.

7.2.6 Support Modules

A Runge-Kutta 7(8) numerical integrator is used for all integration.
The initial time step, absolute error and relative error are selectable. Fach
integration interval may be broken up into snb-intervals for data storage. The
number of sub-intervals is selectable and applies to all integration intervals

except those intervals in the middle of a sensor pass.

All noises used in this simulation are generated by an IMSL pseudo-

random number generator froni a standard nermal distribution using an acceptance-

rejection method. The seed for the IMSL pseudo-random nnnber generator

is selectable.
Available output from the main siimulation consists of digital data
displays, plots, and data files. The first two digital data displays provide awa

neuver sumnary of the rendezvous profile; eacl maueuver is detailed in terms
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of the velocity required and relative position at the time of the maneuver.
Two additional displays are available which list any proximity sensor iea-
surements that were rejected and the final measurement residual statistics.
Seventy plots are available which show the relative trajectory; environment
and estimated state time histories; and estimation error, covariance, and cor-
relation coefficient time histories. Eighteen raw data files can be store by the
main simulation; selectable data storage flags are used to designate which data

1s stored for each individual profile executed.

7.3 Pre-Processor Program

The pre-processor program is an interactive parameter input pro-
gram used to define approximately 500 selectable parameters required by the
main simulation. For example, these parameters specify how many rendezvous
maneuvers and sensor passes are 10 be executed as well as the times associated
with these mancuvers and passes. They define the initial chaser and target
vehicle conditions and orbits. They also control the capabilities and character-
istics of the rendezvous navigation filter and the proximity sensor. Table 7.1
lists the main menu options for the pre-processor program. When the pre-
processor program is exited, two data files are stored with the updated values

of all parameters; these data files are used to initialize the main simulation.

7.4 Post-Processor Program

The post-processor program edits stored data and computes vari-
ables of interest such as the statistics on the measnrement residuals from the
rendezvous navigation filter; this prograni is also completely interactive, Six

teen of the 18 raw data files can be edited 11 the sense that data from the raw




Table 7.1: Pre-Processor Program Main Menu

Module

10
11
12
13
14

15
16
17

18
19
20
21

99

Rendezvous Parameters (TIGs)
Rendezvous Targeting Parameters
Sensor Passes (Time)

Chaser Vehicle Halo Orbit Parameters
Chaser Vehicle Initial Conditions
Chaser Vehicle T'I Error Vectors

Target Vehicle Halo Orbit Pa:ameters
Target Vehicle Initial Conditions

Filter Covariance T'/ Conditions

Filter Unmodeled Acceleration 7'/ Conditions
Filter Measurement Bias and Noise 7'/ Conditions
Filter Process Noise T'/ Conditions

Filter Error Plot Scales (Inertial)

Filter Error Plot Scales (LVIR)

Sensor Biases
Sensor Errors
Sensor Limits

Three-Body System Parameters
Numerical Integrator Parameters
Data Storage Flags
Miscellaneous Parameters

Exit Program
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data file will be stored in a processed data file at a sclectable iterval. In this
fashion very large data files can be reduced for plotting purposes. These raw

data files are never written over or deleted.

The data file containing the plotting scales for the estimation error '
plots can be completely edited. This is allowed so that specific areas on the es-
timation error plots can be enlarged without re-executing the main simulation
or editing the plotting command file. The last raw data file (for miscellaneous '
parameter storage) can not be edited. Table 7.2 lists the main menu for the
post-processor program and which raw data files are available for editing. The

type of data stored in each file is also given.
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Table 7.2: Post-Processor Program Main Menu

Data File Data Type
1 chaser.env.dat Chaser Environment
2 chaser_est.dat  Estimated States
3 chaser_guid.dat Chaser Guidance States

4 tgt_env.dat Target Environment
5 tgt_guid.dat Target Guidance States

6 relmo.dat Relative Motion Data

7 err.nertial.dat Inertial Estimation Error

8 covdanertial.dat Inertial Covariance

§ ccanertial.dat  Inertial Correlation Coefficient
10 errJvir.dat LVIR Estimation Error

11 cov.lvir.dat LVIR Covariance

12 ccdvir.dat LVIR Correlation Coeflicient
13 scales.dat Error Plot Scales

14 meas.dat Measurement Data

15 residuals.dat Measurement Residnals

16 updates.dat State Updates

17 fom.dat Filter Figures-of- Ment

99 Exit Program




Chapter 8

Conclusions

A guidance law has been developed using H, control theory which
stabilizes the translunar halo orbit in the circular restricted three-body prob
lem. This guidance law minimizes the position deviation from the desived
halo orbit plus the control acceleration. Linear simulation results validated
the guidance law. Further, the halo orbit guidance problem has been formu-
lated in the frequency-domain. Other frequency-domain design techniques,
such as H,, control theory, are now directly applicable. In addition, the effect
of halo orbit frequency, position weighting factor and the amount of process

or measurement noise present has been quantified.

A two spacecraft terminal phase rendezvous targeting law has been
developed which is valid for the circular restricted three-body problem. This
targeting law was demonstrated using a small radius translunar halo orbit.
In addition, several charaeteristies of three-body rendezvous were observed.
First, terminal phase rendezvous in the cirenlar restricted three body prob
lem is three-dimensional; out-of-plane relative motion with respect to the tar
get vehicle’s halo orbit occurs. Further, the relative trajectory between the
chaser and target vehicles is also three-dimensional. Secondly, a trade-off ex-
ists between targeting law error, out-of-plane relative motion and the total
propulsion cost of the rendezvous profile. A rendezvous profile initiated at
the top or bottom of the halo orbit produces less targeting law error. but re-

quires greater total propulsion cost and produces larger out-of-plane relative
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motion; a rendezvous profile initiated on either side of the halo orbit requires
less total propulsion cost and produces less out-of-plane relative motion, but
has greater targeting law error. Thirdly, final out-of-plane errors generally
dominate both downtrack and radial errors. Lastly, a minimum total propul
sion cost rendezvous profile exists and is a function of transfer thne. nchne

angle and imtial condition angle.

A rendezvous navigation filter capable of supplying the rendezvous
targeting law with chaser vehicle state information has been developed. Es-
timation errors converged quickly after only a few relative range and line-of-
sight angle measurements were incorporated. The placement of a midcourse
correction maneuver was not directly dependent on ravigation errors or final
position error sensitivities. Hence, the inidcourse correction mancuvers were

placed in the rendezvous profile based on time.

Four total cases, two rendezvous profiles for the translunar planar cir-
cular ortit and two equivalent rendezvous profiles for the 'H, guided translunar
halo orbit, were examined to demounstrate the emtire gnidance and navigation
system as applied to the two spacecraft terminal phase rendezvous scenario
in the circular restricted three-body problem. In cachi case, total propulsion
requirements were less than 1.5 m/s and final miss distance was less than 26
m. State estimation errors were small and showed no substantial perforinance
degradation due to the rerdezvous profile georetry. The translunar planar
circular orbit displayed the same characteristics as the M, guided trauslunar
halo orbit, although the propulsion requirements and final miss distance were

generally larger in the H, guided translunar halo orbit demonstration.

A ucnlinear simulation package for terminal phase rendezvous guid-

ance and navigation system evaluation has been developed. The pre-processor
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and post-processor programs are completely interactive; the main simulation
program requires no interactive input. The sirnulation is constructed modu-
larly so it can be adapted to different rendezvous scenarios in any three-body
system with a minimum of modification. The simulation source code s fully

documented and provides prccessing status messages at regular intervals,
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Appendix A

State Transition Matrices

A.1 Linearized Equations of Motion

®;(1,0), can be computed from Eq. (2.47) where

_ | en %ar2
$s(1,0) = [ ben Pon ]

0 0  ouuo
0.667355 exp? 377 L0.66T355 exp ¢ T

¢Glll ¢Gll’2 0
¢Gll4 ¢(ill.') 0

—0.334710 cos(1.8626471)
—0.124821 exp® 1577 10124821 exp™ ¢ 1367
+0.289317 sin(1.862647¢)
—0.420595 exp? 138677 1().120595 cxp ™ 138677
+0.974880 sin(1.862647¢)
0.0786672 exp® 57 4£0.0786672 oxp ™ 138677
+0.842666 cos(1.862617¢)

cos(1.786178¢)

Using the A matrix given in Eq. (2.43), the state transition matrix,
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—0.167355 exp* 15867 (. 167355 exp ™ 4136

+1.334710 cos(1.862647t) (A.24)

cos(1.786178t). (A.25)

A.2 Rendezvous Targetii:z Law

The rendezvous targeting law given in Eq. (4.9) is dependent on the

state transition matrix computed from the relative state equation, Eq. (4.6).

Hence,
b b1
by O

0 o0
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Solving for the submatrices of interest yields
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Appendix B
Halo Orbit Guidance Law Data
|
B.1 Representative H, Guidance Law i
The mid-range weighting parameters guidance law has the realization
[ Ax | Bk
Khalo = [ Cl\' 0 ] (BI)
where Egs. (3.24), (3.21) and (3.20) yield, respectively, 1
[ —91.9740 0.0011 0
0.0011 —91.8698 U
- 0 0 —91.5680 ®
K= 1 -3533.1400 80.3422 0
76.7122 -3518.3800 0
0 0 —-1066.0300
1.0000 0 0]
0 1.0000 0
0 ‘ 0 1.0000 (B.2)
—-14.1038 44.3486 0
—2.0000 0 0
0 0 -33.0702 |
[ 91.9740 -0.0011 0]
—0.0011 91.8698 0
0 0 91.8680 e
By = 3525.7600 76.5037 0 )
-T76.7122 3516.1900 0 )
0 0 3516.0200 |
—1LT617  156.8160 0
Ol = 0 0 -516.3190
~11.1038 12,3436 U B
0 0 —33.0702 | ot '
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The transfer function matrix can be computed from the state space

realization using

K1r = Cx(sI — Ax)'Bg + Dy.

Noting Dg = 0, Eq. (B.5) yields

N ki ko 0
KTF o [ 0 O ’\723]

where

—54333.24(s + 1.06)(s* + 97.62s + 3832.80)

ku = (52 + 98.92s + 3813.24)(s? + 99.02s + 4573.70)
L. _ _162235.98(s + 3.39)(s +91.28s + 3481.78)
7 (5% + 98.92s + 3813.24)(s? + 99.02s + 4573.70)
~166510.64(s + 11.49)
k23 =

(2 + 124.94s + 7104.12)°

B.2 Representative Time Histories

(B.6)

(B.7)
(B.8)

(B.9)

Figure B.1 shows steady state time histories for the system states;

Fig. B.2 gives the estimation error. i these plots, (a-¢) apply to the position

states while (d-f) apply to the velocity states. Figure B.3 shows steady state

time histories for the control aceeleration required to produee the steady state

positions and velocities.

B.3 Representative Halo Orbits

Figure B.4 shows the front view of halo orbits with varying amounts

of noise included in the simulation; Fig. B.5 gives the side view for the saime

cases.

&
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B.4 Noise Statistics

Figure B.6 shows the average standard deviation of the position and
velocity states as a function of the standard deviation of the process noise. In
both figures, the fixed power spectrum of the measurement noise is assumed

to be 2.665 m?/s in each axis.

B.5 Halo Orbit Frequency Parametric Study

Figures B.7 and B.8 show the geometry and orientation of the halo
orbit as a function of non-dimensional frequency. Figures B.9 and B.10 give
the velocity required as a function of non-dimensional frequency in the € and
(-axes, respectively; Fig. B.11 applies to the total velocity required. In all
these figures, (a-c) apply to cases with constant weighting in the y-axis and

(d-f) apply to cases with constant weighting in the ¢ axis.

B.6 Control Weighting Factors Parametric Study

Figure B.12 shows the effect of the weighting factor in the y-axis
for constant values of halo orbit frequency and weighting factor in the (-axis.
Figure B.13 shows the effect of the weighting factor in the (-axis for constant

values of halo orbit frequency and weighting factor in the y-axis.
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Appendix C -\')1

Rendezvous Navigation Filter Monte Carlo Data

C.1 Individual Error Vector Plots

Figures C.1 - C.13 show the estimation error (solid line) from the
rendezvous navigation filter of the chaser vehicle’s inertial state for each of
the 13 errors vectors selected. Range and line-of-sight angle measurements
were incorporated into the rendezvous navigation filter once every minute. In )
these plots, (a-c) apply to the position estimation error while (d-f) apply to
the velocity estimation error. The 1o standard deviation of the state (dotted

lines) are also included on the plots. , ®

C.2 Sensitivity Matrix Data

Figures C.14 - (.16 show the tiine histories of the individual elements ,
of the sensitivity matrix. These ngures apply to changes in downtrack, out-

of-plane and radial velocity, respectively.
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Figure C.1: Chaser Vehicle State Estimation Error (Error Vector 1)
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156




20. -
“u. 46. 48 50. 52 54.

(b) YL Pos Error (m) vs. Time (hrs)

-0.01

-0.02

0.02

0.01

0.00

4. 46 48. 50. 52 sS4
(e) YL Vel Error (m/s) vs. Time (hrs)

20.
4. 46. 48 50. 52. 54.

{c) ZL Pos Error (m) vs. Time (hrs)

-0.02 e

0.02

0.01

0.00

0.01

44, 4b. 45, 50. 52 S4.

157
20. 0.02
10.1- 0.011
0. 0.001
N
-10.1-F -0.01
20— : 002 5 e
44, 46, 48, 50. 52 54, 44, 46, 48, 50. 52. 54,
(a) XL Pos Error (m) vs. Time (hrs) (d) XL Vel Error (m/s) vs. Time (hrs)

(N ZL Vel Error (nys) vs. Time (hrs)

Figure C.12: Chaser Vehicle State Estimation Error (Error Vector 12)

Prp—



-20.
44, 46. 48. 50. 52. 54.

(a) XL Pos Error (m) vs. Time (hrs)

-0.01

-0.02+——

0.02

0.00

44, 46. 48. 50. 52.- 54.
(d) XL Vel Error (m/s) vs. Time (hrs)

-20, -
4. 46 4 50 52 sa

(b) YL Pos Error (m) vs. Time (hss)

-0.01

00l S

0.02

0.01

0.00

4, 46, 48, 50. 52. 54,
(e¢) YL Vel Error (m/s) vs. Time (hrs)

S —

w8 8 0 52 s

(¢) ZL Pos Error (m) vs. Time (hrs)

-0.01

0.02

0.01

0.00

0.02 ~ .

44 46, 48 50, 52 54,
(D 7L Vel Error (mys) vs. Time (hrs)

Figure C.13: Chaser Vehicle State Estimation Error (Error Vector 13)
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Figure C.14: Final Position Error Sensitivity to a Change in Downtrack Ve-

locity




Figure C.15: Final Position Error Sensitivity to a Change in Qut-of-Plane
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Appendix D

Applications Monte Carlo Data

D.1 Planar Circular Orbit (Profile 1)

Table D.1 summarizes the propulsion requirements for the individual
simulations of the planar circular orbit for profile 1. Table D.2 gives the final

miss distance data for these same simulations.

D.2 Planar Circular Orbit (Profile 2)

Table 1.3 summarizes the propulsion requirements for the individual
simulations of the planar circular orbit for profile 2. Table D1 gives the final

miss distance data for these same simulations.

D.3 'H, Guided Halo Orbit (Profile 1)

Table D.5 summarizes the propulsion requirements for the individual
simulations of the H, guided halo orbit for profile 1. Table ).6 gives the final

miss distance data for these same simulations.

D.4 H, Guided Halo Orbit (Profile 2)

Table D.7 summarizes the propulsion requirements for the individual
simulations of the M, guided halo orbit for profile 2. Table 1.8 gives the tinal

miss distance data for these same sinualations.
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Table D.1: Planar Circular Orbit Propulsion Requirement (1C=46.08 deg,
INC=22.85 deg, TT=9 hrs)

Error Rendezvous Maneuver (in/s) RCS

Vector TI  MCCl MCC2 MCC3 MCCA  TF  Total  Fuel (lbs)

Reference 0.686  0.000 0.000 0.000 0.000 0491 1177 5776

1 0.686  0.032 0.009 0.016 0.018 0487 1.247 6.119

2 0.686 0.016 0.003 0.014 0.017 0.500  1.236 6.065

3 0.686  0.055 0.006 0.010 0.01T 0454 1.228 6.026

4 0.686 0.046 0.008 0.009 0.005 0.453 1.207 5.924

5 0.686  0.036 0.013 0.013 0.021 0504 1.272 6.242

6 0.686  0.066 0.014 0.012 0.010 0.523 1310 6.428

7 0.686 0.033 0.018 0.010 0.006 0477 1.230 6.036

8 0.686 0.013 0.010 0.014 0.022 0478 1.223 6.001

9 0.686 0.039 0.002 0.007 0.016 0.492 1.242 6.094

10 0.686 0.056 0.018 0.005 0.014 0.490 1.268 6.222

11 0.686  0.047 0.009 0.007 0.008 0496 1.252 6.143

12 0.686 0.072 0.006 0.010 0.011  0.554 1.339 6.570

13 0.686 0.018 0.012 0.007 0.019 0504 1.246 6.114
Average

Magnitude 0.686 0.04] 0.010 0.010 0014 0493 1.254 6.153

)
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Table D.2: Plarar Circular Orbit Final Miss Distance (IC=46.08 deg,
INC=22.85 deg, TT=9 hrs)

Error Final Miss Distance (m)
Vector Downtrack Out-of-Plane Radial Total
Reference 0.000 -0.001 0.000 0.001 !
1 2.615 14.744 23,113 15.295
2 -12.508 -2.864 -9.094 15.728
3 -3.617 -13.090 -6.687 15.138
4 -5.347 2.661 -12.409 13.771
5 9.999 5.066 8.739 14.213 » @
6 2.108 -1.856 -5.405  7.566
7 -3.099 -6.349 -13.804  15.507
8 -0.730 9.458 9.759  13.610
9 -0.977 -7.665 1359 8.NT2
10 10.051 -0.343 22,663 10.403 )
11 1.810 -5.942 3510 11171
12 -3.581 9.121 3.776  10.502
13 1.169 11.498 2437 12.574
Average

Magnitude 4.919 7.204 6.983 12.666
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&)
Table D.3: Planar Circular Orbit Propulsion Requirements (IC=180.00 deg,
INC=22.85 deg, TT=9 hrs)
Error Rendezvous Maneuver (m/s) RCS
Vector TI MCC1 MCC2 MCC3 MCC4 TF  Total Fuel (ibs)
Reference  0.680  0.000 0.000 0.000 0.000 0.643 1.322 6.487
1 0.680 0.035 0.005 0.008 0.010 0.610 1.348 6.614
2 0.680 0.009 0.008 0.010 0.017  0.649 1.372 6.732
3 0.680 0.058 0.013 0.007 0.013 0665 1.435 7.041
4 0.680 0.042 0.011 0.009 0.020 0.662 1.423 6.982
5 0.680 0.036 0.012 0.004 0.009  0.640 1.381 6.776 ®
6 0.680 0.060 0.007 0.012 0.023 0634 1.115 6943
7 0.680 0039 0.009 0.005 0013 0622 1.368 6.712
8 0.680 0.014 0.008 0.003 0012 0632 1.346 6.605
9 0.680 0.038 0.010 0.011 0.006 0.628 1.372 6.732
10 0.680 0.059 0.004 0.007 0020 0.650 1.420 6.968
11 0.680 0.049 0.009 0.008 0.013 0611 1.370 6.722
12 0.680 0.073 0.010 0.005 0012 0.619 1.399 6.865
13 0.680 0.019 0.007 0.015 0.014 0616 1.350 6.624
~ Average

Magnitude 0.680 0.041 0.009 0.008 0014 0634 1.384 6.791
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Table D.4: Planar Circular Orbit Final Miss Distance (I('=180.00 deg,
INC=22.85 deg, TT=9 hrs)

Error Final Miss Distance (m)
Vector Downtrack Out-of-Plane Radial Total
Reference 0.000 0.000 -0.001  0.001 :
1 6.641 12.333 -2.685 14.262
2 -14.683 -8.169 -3.234 17.111
3 4.325 -4.754 8.704 10.820
4 -6.652 -3.291 -7.559 10.593
5 1.331 -12.208 7675 14.481 N 4
6 13.045 14.898 -3.024 20.032
[ -12.729 -15.405 -1.809 20.065
8 4.467 2.851 6.503 8.389
9 -21.063 -15.329 -4.528 26.441
10 6.461 -5.222 -5.814 10.140 '
1] -5.767 -1.066 -9.905 11.511
12 -1.938 6.628 6.501 9.485
13 6.021 24.977 5973 26.378
Average

Magnitude 8.08. 9.779 5686 15.362 '
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Table D.5: H, Guided Halo Orbit Propulsion Requirements (IC=46.08 deg,

TT=9 hrs)
Error Rendezvous Maneuver (m/s) RCS )
Vector TI MCCl MCC2 MCC3 MCC4 TF Total Fuel (lbs)
Reference  0.627 0.019  0.022 0.027 0044 0684 1.421 6.972
1 0.627  0.041 0.018  0.031 0.038 0.671 1.426 6.997
2 0627 0.012 0.026 0.026 0.043 0692 1.425 6.992
3 0.627 0.064  0.024 0.031 0.061 0.643 1.45] 7.120
4 0.627 0.038 0019  0.032 0.045 0.637 1.39%8 6.860 )
5 0.627 0.028 0.018  0.032 0.040 0686 1432 7.026
6 0.627 0.061 0.035 0.031 0.036 0.690 1.480 7.262
7 0.627 0.04F1 0.035 0.032 0046 0.670 1.452 7.125
8 0627 0.034 0.018 0.029 0.049 0677 1.434 7.036
9 0.527 0.023  0.023 0.035 0.038 0.666 1.412 6.928
10 0.627 0.039  0.023 0.030 0.030 0.649 1.398 6.860 )

11 0.627  0.040 0.022 0.035 0.033 0.667 1.424 6.987
12 0627 0.074 0.026 0.026 0.061 0.748 1.562 7.664
13 0.627 0.033 0.016 0.040 0.027 0.700 1.443 7.080

Average
Magnitude 0.627 0.041 0.023  0.032 0.042 0.677 1441 7.071
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Table D.6: H, Guided Halo Orbit Final Miss Distance (1('=46.08 deg. TT=9 )
hrs)
Error Final Miss Distance (m)
Vector  Downtrack OQOut-of-Plane Radial Total
Reference -7.673 19.394 0.124 20.857 \
1 -10.865 26.681 3.703 29.046
2 -15.263 12.383 22.215 29.662
3 -11.777 10.377 -25.045 29.558
4 -7.798 4.792 17.163 19.451
5 -2.458 9.457 -3.898 10.520 : ®
6 4.001 32.472 -4.514 33.027
7 -10.714 20.000 -9.875 24.745
8 -9.348 8.864 4.978 13.811
9 -5.351 24.825 -4.748 25.835
10 -21.348 31.346 -1.280 37.947 .
11 -5.276 36.849 8.084 38.093
12 -1.354 24.097 10.064 26.149
13 -13.530 12.465 -5.375 19.166
Average

Magnitude 9.160 19.585 9.303 25.924
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*)
)
)
Table D.7: H; Guided Halo Orbit Propulsion Requirements (1('=180.00 deg,
TT=9 hrs)
Error Rendezvous Maneuver (m/s) RCS

Vector TI  MCCl MCC2 MCC3 MCC4 TF Total Fuel (Ibs)

Reference 0.704 0.008 0.008 0.009 0.013 0672 1413 6.933 '
1 0.704 0.029 0.020 0.003 0.032 0655 1.442 7.076
2 0.704 0.029 0.007 0.012 0.037 0.687 1476 7.242
3 0.704 0.055 0.012 0.017 0.026 0694 1.509 7.404
4 0.704 0.048 0.009 0.024 0.003 0691 1.481 7.267

5 0.704  0.051 0.011 0.014 0.014 0.664 1457 7.149 ) ®

6 0.704 0.059 0.013 0.021 0.016 G.651 1.465 7.188
7 0.704 0.025 0.009 0.010 0.026 0650 1.424 6.987
8 0.704 0.007 0.016 0.011 0.013 0656 1.408 6.909
9 0.704 0.040 0.021 0.012 0.021 0.663 1.460 7.164
10 0.704 0.064 0.013 0.010 0024 0.684 1.498 7.350
11 0.704  0.054 0.012 0.009 0013 0640 1.433 7.031

12 0.704 0.070 0.017 0.007 0.029 0640 1.468 7.203 '
13 0.704 0.013 0.015 0.010 0013 0.646 1.400 6.870

Average

Magnitude 0.704 0.042 0.013 0.012 0.021 0.663 1455 7.139
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)
Table D.8: H; Guided Halo Orbit Final Miss Distance (1€ =180.00 deg, TT=9
hrs)
Error Final Miss Distance (m)
Vector Downtrack Out-of-Plane Radial Total
Referer.ce -4.834 -3.191 -0.885 5.859
1 -2.708 -9.606 0.918 6.293
2 4.658 1.088 -2.222 5274 E
3 -4.074 -11.543 0.630 12.257 ‘
4 5.344 3.019 -4.398 7.551
5 -7.830 -18.871 3.705 20.764
6 -4.654 2.036 7515 9.070 o
T -2.251 8.457 0.655 8.776
8 -12.955 -10.494 -1.436 16.734
9 6.421 -26.408 19.593 33.504
10 -13.834 -16.410 5362 22.122
11 -1.925 -11.195 -14.518 18.434
12 -5.174 -3.076 3.882 7.162
13 -4.848 -14.685 0.639 15478
Average

Magnitude 5.898 10.222 5.036  11.109
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